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We have developed an analytical model that provides a mechanistic description of the plasmonic enhancement of vibrational signals by infrared nanoantennas. Our treatment is based on a coupled-point-dipole model which considers the interaction between a point-like nanoantenna and a single vibrational dipole moment. This idealized model is refined in two consecutive steps. The first step generalizes the model to make the treatment of non-point-like nanoantennas possible. The second step deals with local-field effects originating from the mutual interaction of the molecular vibrations. We have compared the results of our model with finite-difference time-domain simulations, and we find that our model predicts both the lineshapes and the amplitudes of the vibrational signals in a quantitative manner. Our analysis shows that the local-field effects play a surprisingly dominant role in the plasmonic enhancement, and we discuss possibilities of engineering this local field in order to further boost the plasmonic amplification.

---

*a* Adapted from: Y. L. A. Rezus and O. Selig, "Impact of local-field effects on the plasmonic enhancement of vibrational signals by infrared nanoantennas", OPTICS EXPRESS, 24, 12202 (2016)
Infrared spectroscopy is a well-known analytical tool that is widely used to identify molecular species. The technique owes its chemical specificity to the fact molecules leave their ‘vibrational fingerprint’ in the infrared spectrum. That is, the chemical groups inside molecules possess characteristic vibrational frequencies which give rise to sharp infrared absorption bands. Unfortunately, despite its exquisite chemical specificity, infrared spectroscopy is a relatively insensitive technique requiring large quantities of material. This poor sensitivity is a consequence of the weak absorption cross sections of molecular vibrations, which are typically a thousand times smaller compared to the cross sections of electronic transitions. The sensitivity problem of infrared spectroscopy is partly overcome in a variant of the method known as surface-enhanced infrared absorption (SEIRA) spectroscopy. In this technique chemically roughened metal films are employed onto which the molecules of interest are adsorbed. The excitation of plasmonic modes inside the metal film leads to strong near fields which couple to the molecular vibrations and enhance the spectroscopic signals. However, in conventional SEIRA spectroscopy the spectral overlap between the broad plasmonic modes and the sharp molecular vibrations is far from optimal, so that in practice the signal enhancement remains modest.

In recent years the SEIRA technique has undergone a revival with the substitution of the metal films for tailored (metallic or non-metallic) nanostructures, fabricated using lithographic means. These nanostructures, which we will generically refer to as infrared nanoantennas, exhibit a resonance in the mid-infrared that can be tuned to a molecular vibration of interest. The resonant character of the plasmonic excitation in these structures leads to much larger field enhancements compared to metallic films and thereby to comparatively larger signal enhancements. To date a variety of IR nanoantennas have been explored for the ultrasensitive detection of molecules, among which figure coupled arrays of nanoantennas, various nanoclusters, fractal-shaped antennas and perfect absorber structures. Very recently we have shown that it is possible to use the intense near fields of infrared nanoantennas to move beyond the conventional linear spectroscopic detection of molecules and to even perform advanced nonlinear spectroscopic experiments on the detected molecules. In the future this extension of the SEIRA technique will allow one to study dynamic processes, such as chemical reactions or energy transfer processes within or between the detected molecules.

An important aspect of infrared nanoantennas is the fact that the amplified vibrational signals do not necessarily give rise to the familiar absorptive lineshapes known from conventional infrared spectroscopy. Instead the nanoantenna-enhanced vibrational resonances often have a dispersive character, so that they appear distorted. These lineshape distortions are not a serious problem if one simply considers nanoantenna-SEIRA as an ultrasensitive detection technique. However, from the spectroscopic perspective these distortions are more problematic. In molecular spectroscopy one typically relies on the widths, amplitudes, spectral shifts and detailed shapes of the vibrational bands to deduce information about molecular structures and dynamics. Therefore for spectroscopic applications—both linear and nonlinear—it is important to understand how the metal nanostructures affect the
vibrational lineshape, so that one can distinguish between lineshape features that contain molecular information and lineshape features that are merely a consequence of the amplification process. In the literature finite element electromagnetic simulations are commonly used to predict the vibrational lineshapes observed in nanoantenna-SEIRA. While these methods can accurately predict the lineshapes observed, they do not provide intuitive understanding of the underlying physical mechanisms. In this work we aim to develop such intuitive understanding by constructing an analytic model of the coupling between molecular vibrations and infrared nanoantennas. This model will provide insight into the factors that govern the degree of signal enhancement, as well as how these factors affect the observed lineshapes.

Our approach consists of three steps. We start out with a highly idealized model in which we consider only two point dipoles. The first point dipole represents the nanoantenna while the second point dipole represents all the molecular vibrations interacting with the nanoantenna. This model can be solved analytically, and we show that despite its simplicity the model already describes many features of the amplification process in a qualitative manner. In the second step we refine the model in such a way that it becomes applicable to realistic nanoantenna geometries (as opposed to a point-like nanoantenna). The refined model allows the quantitative computation of the response of a nanoantenna covered by a thin layer of dielectric material, as long as this material is described by either a purely resonant or by a purely non-resonant permittivity. It turns out that the model, at this stage, breaks down for materials that have both a resonant and a non-resonant permittivity. In the third step we show that this breakdown is due to the neglect of local-field effects, and we finish by incorporating these effects into the model. The resulting model allows one to accurately compute the plasmonic enhancement factor for a particular vibrational band, and, moreover, it identifies the different physical contributions to this enhancement factor. A major result of the present work is the finding that for most molecular vibrations the local molecular field, which was mostly overlooked in the past, plays a surprisingly large role in the plasmonic enhancement mechanism.

6.2 RESULTS AND DISCUSSION

Figure 6.1 illustrates the principles underlying the use of infrared nanoantennas. Typically, an array of such nanoantennas is fabricated on top of an infrared-transparent substrate, such as CaF$_2$, and the material to be detected is deposited as a thin layer on top of the nanoantennas (Fig. 6.1(a)). In this work we focus on rod-like nanoantennas because their resonance frequency can easily be tuned to the mid-infrared. We have computed the (extinction) cross-section spectra of three isolated gold nanoantennas of different length using finite-difference time-domain (FDTD) simulations (Fig. 6.1(b)). For light polarized along the long antenna axis the nanoantennas display a plasmon resonance in the mid-infrared, which shifts to lower frequencies with increasing nanoantenna length. The nanoantenna spectrum is extremely sensitive to the material in its direct environment, which makes the nanoantennas ideal for sensing applications. This point is illustrated in Fig. 6.2(a),
which shows that covering the nanoantenna by a 10 nm layer of dielectric material with a refractive index of 1.48 leads to a significant redshift of the spectrum. Next we consider the effect of covering the nanoantenna by a material that exhibits a vibrational resonance. As a prototypical example of such a material we have chosen the molecular polymer polymethylmethacrylate (PMMA) because it is often used in experimental studies due to its ease of spincoating. \(^{174,180}\) PMMA displays a sharp vibrational resonance at 1730 cm\(^{-1}\) which results from its C=O stretching vibration. It can be seen that the spectrum of the C=O vibration shows up as an absorptive dip on top of the nanoantenna spectrum (Fig. 6.2(b)). In order to highlight the amplified vibrational spectrum we subtract the bare nanoantenna spectrum from the spectrum of the coated nanoantenna as is illustrated in Fig. 6.2(c). This figure also shows the amplified vibrational spectrum for nanoantennas of different lengths. It can be seen that, depending on the detuning between the nanoantenna and the vibrational resonance, a variety of lineshapes can be observed, from absorptive to dispersive as well as any shape in between. In the following we develop an analytical model, along the lines described in the introduction, that can quantitatively explain the spectral effects illustrated in Fig. 6.2.

### 6.2.1 Step 1: Point-Dipole Model

We start by describing the interaction between a nanoantenna and the molecules that cover it using a simple coupled-dipole model. In this model we only consider two
Figure 6.2. (a) Cross-section spectrum of a 2000 nm nanoantenna (blue line) and of the same nanoantenna coated with a 10 nm layer of dielectric material characterized by a refractive index of 1.48 (red line). The inset shows a zoom around the cross section maximum. (b) Cross-section spectrum of a 2000 nm nanoantenna (blue line) and of the same nanoantenna coated with a 10 nm layer of PMMA. The PMMA is modeled using a Lorentzian absorption at 1730 cm$^{-1}$ and a background refractive index of 1. (c) Effect of the nanoantenna length on the amplified vibrational lineshape. The curves are calculated by subtracting the spectrum of a bare nanoantenna from the spectrum of a coated nanoantenna. For clarity the different curves are shifted vertically by $10^{-12}$ m$^2$. 
point dipoles: the first point dipole \( p_{\text{ant}} \) represents the nanonantenna while the second point dipole \( p_{\text{vib}} \) represents all molecular vibrations lumped together. The nanonantenna is characterized by the frequency-dependent polarizability \( \alpha_{\text{ant}}(\omega) \) and the vibrational dipole moment by the frequency-dependent polarizability \( \alpha_{\text{vib}}(\omega) \). To avoid clutter we will drop the explicit frequency dependence henceforward. For the moment we treat the case of free-space coupling between the two point dipoles, and we will discuss the effect of the substrate at the end of this section.

Our experimental observable is the extinction cross section \( \sigma_{\text{ant}} \) of the nanonantenna and its modification \( \Delta \sigma \) due to the presence of the vibrational dipole. In general the extinction cross section \( \sigma \) of a dipolar particle is related to the imaginary part of its polarizability \( \alpha \)

\[
\sigma = \frac{2\pi}{\lambda\varepsilon_0} \text{Im}[\alpha] \quad (6.1)
\]

Here \( \varepsilon_0 \) is the permittivity of free space, and \( \lambda \) is the free-space wavelength. For the treatment to come it is useful to briefly recall the origin of this expression, which can be done by considering the definition of the extinction cross section

\[
\sigma = \frac{P_{\text{inc}}}{I_{\text{inc}}} \quad (6.2)
\]

where \( P_{\text{inc}} \) is the work (per unit time) done on the particle by the incident field and \( I_{\text{inc}} \) is the incident intensity. By substituting the standard expressions \( I_{\text{inc}} = \frac{1}{2}\varepsilon_0 c |E_0|^2 \) and

\[
P_{\text{inc}} = \frac{1}{2} \omega \text{Im}[pE_0^*], \quad (6.3)
\]

with \( p \) the complex amplitude of the induced dipole moment of the particle and \( E_0 \) the complex amplitude of the incoming electric field (we have assumed that all fields vary as \( \sim \exp[-i\omega t] \)) one directly obtains Eq. (6.1).

Let us now consider the coupling of \( p_{\text{ant}} \) and \( p_{\text{vib}} \). Both dipoles experience two fields: the incident field and the field originating from the other particle. This leads to the coupled-dipole equations \(^{182,183} \)

\[
\begin{align*}
p_{\text{ant}} &= \alpha_{\text{ant}}E_0 + \alpha_{\text{ant}}G(r_{\text{ant}}, r_{\text{vib}})p_{\text{vib}} \quad (6.4) \\
p_{\text{vib}} &= \alpha_{\text{vib}}E_0 + \alpha_{\text{vib}}G(r_{\text{vib}}, r_{\text{ant}})p_{\text{ant}} \quad (6.5)
\end{align*}
\]

Here \( G(r_1, r_2) \) is the Green’s function for a dipole located at \( r_2 \). We should point out that for simplicity we have adopted a scalar description. By solving for the dipole moments we see that the effect of the coupling is to modify the polarizabilities of the two dipoles into new, effective polarizabilities

\[
\begin{align*}
p_{\text{ant}} &= \alpha_{\text{eff,ant}}E_0 = \frac{\alpha_{\text{ant}} + \alpha_{\text{ant}}\alpha_{\text{vib}}G}{1 - \alpha_{\text{ant}}\alpha_{\text{vib}}G^2} E_0 \quad (6.6) \\
p_{\text{vib}} &= \alpha_{\text{eff,vib}}E_0 = \frac{\alpha_{\text{vib}} + \alpha_{\text{ant}}\alpha_{\text{vib}}G}{1 - \alpha_{\text{ant}}\alpha_{\text{vib}}G^2} E_0 \quad (6.7)
\end{align*}
\]

Here we have used the reciprocity theorem to equate the two Green’s functions and simply denoted them as \( G \). \(^{184} \) In our experiments we typically measure the
absorption difference of the coated and the uncoated nanoantennas, so that we have the following experimental observable

\[ \Delta \sigma = \frac{2\pi}{\lambda \varepsilon_0} \text{Im} \left[ \alpha_{\text{eff,ant}} + \alpha_{\text{eff,vib}} - \alpha_{\text{ant}} \right] \]  

(6.8)

While Eq. (6.8) provides an exact analytical expression for the cross-section change of the nanoantenna, it turns out to be useful to expand the solution in a geometric series

\[ \Delta \sigma = \frac{2\pi}{\lambda \varepsilon_0} \text{Im} \left\{ \sum_{n=1}^{\infty} \alpha_{\text{ant}}^{n+1} \alpha_{\text{vib}}^{n} G^{2n} + \sum_{n=0}^{\infty} \alpha_{\text{ant}}^{n} \alpha_{\text{vib}}^{n+1} G^{2n} + 2 \sum_{n=0}^{\infty} \alpha_{\text{ant}}^{n+1} \alpha_{\text{vib}}^{n+1} G^{2n+1} \right\} \]  

(6.9)

The expansion above allows one to view the amplification mechanism as a multiple-scattering problem, which is a useful approach that has, for example, also been followed to describe the signals in near-field scanning optical microscopy. The terms in the expansion can be interpreted as different interaction processes between the two point dipoles. We will represent these interaction processes symbolically using scattering diagrams as those illustrated in Fig. 6.3. In the following we will briefly illustrate how to read these diagrams. The diagram in Fig. 6.3(a) represents the leading term in the expansion (\( n = 1 \) term in the first summation symbol). In this diagram the incident arrow (1) represents the incident field \( E_0 \) which polarizes the antenna. As a result the antenna generates an enhanced near field which polarizes the vibrational dipole (2). In turn, the vibrational dipole acts back and generates a field at the location of the antenna, which modifies the antenna polarization (3). Finally we compute the work done by the incident field on this part of the antenna polarization (4). This last process is represented by the wiggly arrow. Below the diagram we have written the contribution to the cross-section change due to this interaction process.

Inspection of Fig. 6.3 makes it clear that there are three types of scattering diagrams, each type corresponding to one of the three summation symbols in Eq. (6.9). The first summation symbol groups together the diagrams that start and end on the nanoantenna, an example of which is the diagram that we just discussed (Fig. 6.3(a)). The second summation symbol corresponds to diagrams that start and end on the vibrational dipole (see, for example, Fig. 6.3(b)). Finally the third summation symbol contains diagrams that start on one dipole and end on the other dipole. The diagram in Fig. 6.3(c) is an example of this third type of scattering diagram. Here the incident field polarizes the vibrational dipole (1). Next the vibrational dipole polarizes the nanoantenna (2). Finally we compute the work done on the nanoantenna (3). We note that the factor of 2 in front of the third summation symbol (Eq. (6.9)) comes from the fact that this summation symbol groups together two types of diagrams (i.e. diagrams starting on the nanoantenna and ending on the vibration and vice versa), which contribute equally to the total cross-section change.

Replacing Eq. (6.9) by the leading term in its expansion we obtain the following approximation for the cross-section change

\[ \Delta \sigma = \frac{2\pi}{\lambda \varepsilon_0} \text{Im} \left[ (\alpha_{\text{ant}} G)^2 \alpha_{\text{vib}} \right] \]  

(6.10)
Interestingly, although Eq. (6.10) is based on a highly idealized model, this expression can already qualitatively explain many of the features observed in Fig. 6.2. Equation (6.10) shows that the nanoantenna amplifies the original vibrational spectrum by the complex-valued factor \((\alpha_{\text{ant}} G)^2\), which represents the square of the field enhancement. Due to the complex nature of the amplification factor the (enhanced) vibrational signal \(\Delta \sigma\) typically contains both an absorptive \((\text{Im}[\alpha_{\text{vib}}])\) and a dispersive component \((\text{Re}[\alpha_{\text{vib}}])\). It is straightforward to see that there are three circumstances under which purely absorptive lineshapes are observed: if the antenna is driven on resonance, far below resonance or far above resonance. In the first case there is a \(\pi/2\) phase lag between the incident electric field and the antenna polarization: this leads to a negative value of the amplification factor \((\alpha_{\text{ant}} G)^2\), so that the vibrational signal is observed as an absorption dip on top of the
antenna resonance. Driving the antenna far below resonance or far above resonance results in phase shifts of 0 and $\pi$, respectively, so that in these two circumstances absorptive *peaks* are observed. It is useful to point out that it is the backaction of the vibrational dipole on the nanoantenna which is responsible for the amplification of the vibrational spectrum (as also becomes apparent from the scattering diagram in Fig. 6.3(a)). Intuitively one might have expected the amplification to be a consequence of the (far-field) radiation emitted by the vibrational dipole after its excitation by the strong near field of the nanoantenna. This process does in fact contribute to the amplification process (it corresponds to the scattering diagram depicted in Fig. 6.3(c)). Its contribution is, however, relatively small because its amplitude scales only linearly with the field enhancement $\alpha_{\text{ant}} G$, which should be compared to the quadratic scaling of the backaction process (Fig. 6.3(a)). Moreover, it is interesting to note that the scattering diagram in Fig. 6.3(c) leads to dispersive lineshapes for a vibration that is in perfect resonance with a nanoantenna, in contrast to the inverted absorptive shapes which are observed in experiments and simulations.\textsuperscript{179, 186}

Before continuing, it is useful to roughly estimate the accuracy of the approximation at the origin of Eq. (6.10). We readily see that compared to the leading scattering diagram (Fig. 6.3(a)) the contributions of the scattering diagrams in Fig. 6.3(b) and Figs. 6.3(c)-(d) are smaller by a factor of $(\alpha_{\text{ant}} G)^2$ and $(\alpha_{\text{ant}} G)$, respectively. Using the fact that $\alpha_{\text{ant}} G$ represents the field enhancement of the antenna at the location of the vibrational dipole, we can get a numerical estimate of these factors from FDTD simulations of bare nanoantennas (Fig. 6.1(b)). It turns out that the average nanoantenna field enhancement experienced by the shell of PMMA is approximately 10. From this value we conclude that, compared to the leading scattering diagram, the contribution of the diagram in Fig. 6.3(b) is smaller by two orders of magnitude while those in Fig. 6.3(c)-(d) are smaller by one order of magnitude. Next we consider the scaling behavior of the consecutive scattering diagrams grouped together under the first summation symbol in Eq. (6.9). These scale by the factor $\alpha_{\text{ant}} \alpha_{\text{vib}} G^2$. In order to estimate this factor we again turn to the FDTD simulations. The cross section of a nanoantenna is approximately $10^{-11}$ m$^2$. On the other hand from the known transmission (98.9 %) of a 10 nm film of PMMA we estimate the cross section of the PMMA shell to be $10^{-14}$ m$^2$. From the ratio of these cross sections combined with the nanoantenna field enhancement ($\alpha_{\text{ant}} G \sim 10$) we find that $\alpha_{\text{ant}} \alpha_{\text{vib}} G^2 \sim 10^{-1}$. We conclude that the largest correction terms to the cross-section change (Eq. (6.10)) are approximately one order of magnitude smaller than the leading term.

We conclude this section by discussing the effect of the substrate. In principle, all expressions can remain unmodified if (whenever a substrate is present) we simply consider $\alpha_{\text{ant}}$ and $G$ as functions that are renormalized to contain the effect of the interface in them. There is, however, a subtlety which has to do with the Fresnel reflection of the interface and the fact that the cross sections are defined with respect to the incident electric field (as opposed to the local electric field). Due to the reflection, the electric field experienced by our point dipoles is attenuated relative to the incident field by the factor $(1-r)$ where $r = (n_s-1)/(n_s+1)$ is the Fresnel reflection coefficient and $n_s$ the refractive index of the substrate. Because the incident intensity, however, is still given by $I_{\text{inc}} = 1/2\varepsilon_0 |E_0|^2$, this results in the scaling of all expressions by the
factor \((1 - r)^2\). The expression for the cross-section change of a nanoantenna on a surface becomes

\[
\Delta \sigma = \frac{2\pi S_{\text{sub}}}{\lambda \varepsilon_0} \text{Im} \left[ (\alpha_{\text{ant}} G)^2 \alpha_{\text{vib}} \right]
\]  

(6.11)

where we defined the substrate scaling factor

\[
S_{\text{sub}} = \frac{4}{(1 + n_s)^2}
\]  

(6.12)

It can be seen that due to the interference between the incoming and the reflected field at the dielectric interface the refractive index of the substrate has quite an influence on the degree of vibrational amplification. For instance, even if we design two nanoantennas to have the same field enhancement \((\alpha_{\text{ant}} G)\) on silicon \((n = 3.42)\) and on calcium fluoride \((n = 1.42)\), the amplification factor will still be 70% smaller in the case of silicon compared to calcium fluoride.

### 6.2.2 Step 2: Finite Antenna Size

Equation (6.11) has given us an intuitive picture of the mechanism underlying the vibrational amplification process. Unfortunately, one cannot use this expression to quantitatively evaluate the amplified vibrational spectrum in the case of a realistic nanoantenna (i.e. a nanoantenna that cannot be described as a point dipole). The main issue lies in the backaction process (step 3 in Fig. 6.3(a)). Here we had implicitly assumed that the dipole moment induced in the nanoantenna by the vibrational dipole is \(\Delta p_{\text{ant}} = \alpha_{\text{ant}} G(r_{\text{ant}}, r_{\text{vib}}) p_{\text{vib}}\). However, this expression obviously breaks down for a finite-sized nanoantenna because it is not clear at what location \(r_{\text{ant}}\) the Green’s function should be evaluated. The aim of this section is to rewrite Eq. (6.11) in such a way that it provides a quantitative description of the interaction of a finite-sized nanoantenna with a collection of point-like vibrational dipoles.

Before we start, let us generalize Eq. (6.11) to take into account the tensorial nature of \(\alpha_{\text{ant}}\) and \(G\). For the moment we still assume point dipoles. We assume that the polarizability tensor of the nanoantenna is diagonal in the coordinate system of Fig. 6.1(a) (with diagonal elements \(\alpha_{\text{ant},x}, \alpha_{\text{ant},y}\) and \(\alpha_{\text{ant},z}\)). For the vibrational dipole we assume an isotropic polarizability \(\alpha_{\text{vib}}\) to account for the isotropic distribution of the transition dipole moments of the vibrations. It is straightforward to show that, for an incident field \(E_{x}^{(0)}\) polarized along the long antenna axis, Eq. (6.11) generalizes to the following expression.

\[
\Delta \sigma = \frac{2\pi S_{\text{sub}}}{\lambda \varepsilon_0} \text{Im} \left[ \alpha_{\text{ant},x}^2 (G_{xx}^2 + G_{yx}^2 + G_{zx}^2) \alpha_{\text{vib}} \right]
\]  

(6.13)

In writing Eq. (6.13) we used the general form of the reciprocity relation

\[
G_{\alpha\beta}(r_1, r_2) = G_{\beta\alpha}(r_2, r_1)
\]  

(6.14)

As a next step we rewrite Eq. (6.13) in a way which does not make reference to the Green’s function. To this end, it is useful to recall that the scattering diagram in
Fig. 6.3(a) describes two processes. Firstly, the enhancement of the incident field $E_0$ by the nanoantenna, and secondly the amplification of the vibrational dipole moment $p_{vib}$ by the nanoantenna. In order to describe these two amplification processes we introduce two tensorial quantities: the field-enhancement tensor $f_{\alpha\beta}$ and the dipole-amplification tensor $f'_{\alpha\beta}$. We define the field-enhancement tensor as

$$f_{\alpha\beta} = \frac{E_\alpha(r_{vib})}{E_\beta^0(r_{vib})} \tag{6.15}$$

where $E_\beta^0(r_{vib})$ is the field at the location of the vibrational dipole in the absence of the nanoantenna, and $E_\alpha(r_{vib})$ is the same field in the presence of the nanoantenna. This definition assumes that the incident field points in the direction of one of the cartesian axes. We further remark that the field-enhancement tensor depends on the type of illumination used, which we consider here to be plane-wave illumination at normal incidence. In terms of the field-enhancement tensor we can express the induced vibrational dipole moment $\Delta \vec{p}_{vib}$ (i.e. steps 1 and 2 in Fig. 6.3(a)) as

$$\Delta \vec{p}_{vib} = \alpha_{vib} \left( f_{xx} \frac{E_\alpha^0(r_{vib})}{f_{yy}} \right) \tag{6.16}$$

Here we point out that the different form of $\Delta p_{vib,x}$ is due to the fact that the scattering diagram in Fig. 6.3(a) does not include the direct polarization of the vibrational dipole by the incident field. Next we introduce the dipole amplification tensor $f'_{\alpha\beta}$, which describes the factor by which a vibrational dipole (that is aligned with one of the cartesian axes) is amplified by the nanoantenna.

$$f'_{\alpha\beta} = \frac{p_{tot,\alpha}}{p_{vib,\beta}} \tag{6.17}$$

Here we have defined $f'_{\alpha\beta}$ in such a way that it corresponds to the factor by which the dipole moment $p_{tot,\alpha}$ of the whole assembly (i.e. vibrational dipole plus nanoantenna) is amplified compared to the situation in which there is only a vibrational dipole. For our analysis we will only need the following three elements

$$f'_{xx} = \frac{\Delta p_{ant,x}}{p_{vib,x}} + 1, \quad f'_{xy} = \frac{\Delta p_{ant,x}}{p_{vib,y}}, \quad f'_{xz} = \frac{\Delta p_{ant,x}}{p_{vib,z}} \tag{6.18}$$

where $\Delta p_{ant,x}$ is the induced dipole moment in the nanoantenna. In terms of the tensors $f_{\alpha\beta}$ and $f'_{\alpha\beta}$ Eq. (6.13) reads as follows

$$\Delta \sigma = \frac{2 \pi S_{sub}}{\lambda \varepsilon_0} \text{Im} \left[ \left( (f_{xx} - 1)(f'_{xx} - 1) + f_{yx}f'_{xy} + f_{xz}f'_{xz} \right) \alpha_{vib} \right] \tag{6.19}$$

The obvious question arises whether it is possible to relate the dipole amplification tensor $f'_{\alpha\beta}$ to the field enhancement tensor $f_{\alpha\beta}$ (given that the field enhancement can easily be obtained from FDTD simulations). In the next section we will show that this is indeed possible using electromagnetic reciprocity.\textsuperscript{184,187}
Relationship between the field enhancement and the dipole amplification

In this section we aim to express the dipole amplification tensor elements $f'_{x\beta}$ in terms of the field enhancement tensor elements $f_{\beta x}$. We will compute the elements $f'_{xx}, f'_{xy}$ and $f'_{xz}$ by explicitly considering the source generating the plane wave that excites the nanoantenna. This source will be a point dipole located far away from the nanoantenna (so that the nanoantenna is effectively excited by a plane wave at normal incidence). This procedure will allow us to write the tensor elements $f_{\alpha\beta}$ and $f'_{\alpha\beta}$ as a ratio of Green’s functions. It turns out that this calculation needs to be performed separately for the three elements $f'_{xx}, f'_{xy}$ and $f'_{xz}$. The simplest situation occurs for the element $f'_{xx}$, which we will treat below. The elements $f'_{xy}$ and $f'_{xz}$ require a slightly more complex treatment. Because the final result is the same, we leave this treatment for the appendix. The appendix also considers the effect of the substrate, which we ignore for the moment.

Our derivation is based on the characteristics of the far-field radiation pattern of a radiating dipole (dipole amplitude $p$). In particular we use the fact that the far-field radiation is transverse

$$\vec{E}(\vec{r}) \propto -\sin \theta \hat{p} \hat{\theta}$$

where $\theta$ is the angle between $\vec{r}$ and $\vec{p}$ and $\hat{\theta}$ is the corresponding unit vector.\(^{188}\) This means that the dipole amplitude can be obtained from the electric field if one assumes that the viewing direction is known

$$p \propto E/\sin \theta$$

We begin by considering Fig. 6.4(a). Here a nanoantenna is illuminated by a test dipole oscillating parallel to the x axis. We will denote this dipole $p_{\text{test},x}$. Because the test dipole is located far away from the nanoantenna (at position $r_{\text{far}}$), this situation is equivalent to illuminating the nanoantenna with an x-polarized plane wave. We consider the induced field at the location $r_{\text{vib}}$ close to the nanoantenna (this is the location where the vibrational dipole will be placed later on). This field will generally contain an x, y and z component. However, we only focus on the x component for now. In terms of the Green’s function of this system we can write for this electric field

$$E_x(r_{\text{vib}}) = G_{xx}(r_{\text{vib}}, r_{\text{far}}) p_{\text{test},x}$$

The situation in the absence of the nanoantenna can be described with a similar diagram, which is displayed in Fig. 6.4(b). This system is described by the Green’s function $G^{(0)}$ and in terms of this Green’s function we can write

$$E^{(0)}_x(r_{\text{vib}}) = G^{(0)}_{xx}(r_{\text{vib}}, r_{\text{far}}) p_{\text{test},x}$$

This shows that we can write for the field enhancement tensor element $f_{xx}$

$$f_{xx} = \frac{G_{xx}(r_{\text{vib}}, r_{\text{far}})}{G^{(0)}_{xx}(r_{\text{vib}}, r_{\text{far}})}$$

Next we focus on the dipole amplification factor $f'_{xx}$, for which we turn to Fig. 6.4(c) where we have placed the test dipole at the location $r_{\text{vib}}$. This dipole induces a
Figure 6.4. Diagrams for computing the elements \( f'_{xx} \) and \( f''_{xx} \). In (a) and (b) a radiating test dipole is located at position \( r_{far} \) and the radiation pattern experienced by the nanoantenna resembles an \( x \)-polarized plane wave. In (c) and (d) the radiating test dipole is placed in the near field of the nanoantenna at position \( r_{vib} \), so that it emulates a radiating vibrational dipole. Thin black arrows indicate electric fields while thick gray arrows indicate oscillating dipoles.

dipole moment \( \Delta \vec{p}_{ant} \) in the antenna (see Fig. 6.4(d)), and we are interested in its \( x \) component. Referring to Fig. 6.4(c)-(d) we write for the dipole amplification factor

\[
f'_{xx} = \frac{p_{tot,x}}{p_{test,x}} \quad (6.25)
\]

The aim is to obtain \( p_{tot,x} \) from the far-field radiation pattern. The radiation pattern in Fig. 6.4(c) is the superposition of the radiation emitted by the nanoantenna (\( \Delta \vec{p}_{ant,x} \)) and that of the test dipole \( p_{test,x} \). However, for an observer located in the far-field this radiation pattern is equivalent to the radiation that would be emitted by a point-dipole with amplitude \( p_{tot,x} \). As a consequence we can write

\[
p_{tot,x} \propto E_x(r_{far}) \quad (6.26)
\]

In similar manner we can obtain the amplitude of the test dipole in the absence of the
nanoantenna (see Fig. 6.4) from the far-field

\[ p_{\text{test},x} \propto E_x^{(0)}(r_{\text{far}}) \]  

(6.27)

In both cases we have assumed that the observation point is located directly above the dipole (i.e. \( \theta = 0 \)). It is also important to realize that \( p_{\text{tot},y} \) and \( p_{\text{tot},z} \) do not necessarily vanish. However, they do not contribute to \( E_{\text{far},x} \) because of the vectorial properties of the far-field dipole radiation. Again we rewrite these electric fields in terms of the Green’s functions, which gives.

\[ f'_{xx} = \frac{p_{\text{tot},x}}{p_{\text{test},x}} = \frac{E_x(r_{\text{far}})}{E_x^{(0)}(r_{\text{far}})} = \frac{G_{xx}(r_{\text{far}}, r_{\text{vib}})}{G_{xx}^{(0)}(r_{\text{far}}, r_{\text{vib}})} \]  

(6.28)

Using the reciprocity relation we arrive at

\[ f'_{xx} = f_{xx} \]  

(6.29)

As is outlined in the appendix, it turns out that this equality remains valid in the presence of a substrate, and that similar equalities hold for the tensor elements \( f'_{yx} \) and \( f'_{zx} \).

**Expression for the Cross-section Change**  

Incorporating the results of the previous section we arrive at the following expression for the cross-section change of the nanoantenna

\[ \Delta \sigma = \frac{2\pi S_{\text{sub}}}{\lambda \varepsilon_0} \text{Im} \left[ \left( (f_{xx} - 1)^2 + f_{yx}^2 + f_{zx}^2 \right) \alpha_{\text{vib}} \right] \]  

(6.30)

This expression holds for an antenna on a substrate. Equation (6.30) was derived for a nanoantenna interacting with a single vibrational dipole. However, because the expression is linear in \( \alpha_{\text{vib}} \), it can easily be generalized to the case of a nanoantenna interacting with many vibrations.

\[ \Delta \sigma = \frac{2\pi NS_{\text{sub}}}{\lambda \varepsilon_0} \text{Im} \left[ \overline{F_A}^2 \alpha_{\text{vib}} \right] \]  

(6.31)

where \( N \) represents the number of vibrational dipoles and

\[ \overline{F_A}^2 = \frac{1}{V} \int_V \left( (f_{xx} - 1)^2 + f_{yx}^2 + f_{zx}^2 \right) dV \]  

(6.32)

represents the average nanoantenna amplification factor over the volume \( V \) where the vibrational dipoles are present. At first sight it may seem surprising that in the expression above there is an asymmetry between the appearance of the three tensor elements. We point out that this is merely a consequence of where we have truncated the perturbation expansion in Eq. (6.9). It turns out that the more symmetric expression

\[ \overline{F_A}^2 = \frac{1}{V} \int_V \left( f_{xx}^2 + f_{yx}^2 + f_{zx}^2 \right) dV \]  

(6.33)
corresponds to the sum of the four scattering diagrams displayed in Fig. 6.3. However, since it is convenient for the coming treatment, we will stick to a description based on a single scattering diagram and work with Eq. (6.32).

We are now in a position to compare the predictions of our analytical model with FDTD simulations. To this end we have simulated nanoantennas of varying length that are covered by a 10 nm layer of dielectric material. The antennas are simulated on top of a CaF$_2$ substrate ($n = 1.42$). The dielectric material is described by the following permittivity function that contains both a resonant and a non-resonant part

$$\varepsilon = \varepsilon_{nr} + \varepsilon_{res}(\omega)$$  \hspace{1cm} (6.34)

where a Lorentz lineshape function is used for the resonant part

$$\varepsilon_{res}(\omega) = \frac{\varepsilon_{lor}\omega_0^2}{\omega_0^2 - \omega^2 - 2i\gamma\omega}$$  \hspace{1cm} (6.35)

As a first step we consider a material that mimics the narrow-band absorption line of the carbonyl vibration of PMMA. We model this absorption band using a background permittivity $\varepsilon_{nr}$ of 1, a center frequency $\omega_0$ of 1730 cm$^{-1}$, a FWHM ($2\gamma$) of 23 cm$^{-1}$, and an amplitude $\varepsilon_{lor}$ of 0.015 (reproducing the experimentally observed absorption coefficient of the carbonyl band of PMMA). Using these permittivity parameters we performed FDTD simulations to obtain the nanoantenna-enhanced vibrational spectrum (Fig. 6.5, blue lines) for two representative nanoantennas. In order to use Eq. (6.31) we need to relate the permittivity to the vibrational polarizability, for which we employ the Clausius-Mossotti equation

$$\rho\alpha_{vib} = 3\varepsilon_0\left(\frac{\varepsilon - 1}{\varepsilon + 2}\right)$$  \hspace{1cm} (6.36)

where $\rho$ is the volume concentration of dipoles. Here we have arbitrarily assumed one dipole per FDTD simulation mesh cell ($\rho = 1/125$ nm$^{-3}$). In Fig. 6.5 we compare the antenna-enhanced vibrational spectrum as obtained from the FDTD simulations with a calculation based on Eq. (6.31). The amplification factor $F^2_a$ needed for this calculation was obtained from the simulations of the uncoated antennas. As can be seen the agreement between the FDTD simulations and Eq. (6.31) is excellent except for a very small frequency shift of a few wavenumbers (see inset). Next it is interesting to see whether our model can explain the observed shift of the nanoantenna resonance (Fig. 6.2(a)) when the dielectric material on top of the nanoantenna is characterized by a frequency-independent index of refraction. To this end we describe the dielectric using the known index of refraction ($n_{nr}$) of PMMA of 1.48, i.e. $\varepsilon_{nr} = n_{nr}^2$ and $\varepsilon_{lor} = 0$. Again we use the Clausius-Mossotti equation to obtain the polarizability from the permittivity. In Fig. 6.6 we compare the cross-section change from the FDTD simulation with the analytical model. Again we get a very good agreement between the analytical model and the simulations, except that the model overestimates the cross-section change by approximately 20%. For both nanoantennas we observe an increased cross-section on the low-frequency side and a decreased cross-section on the high-frequency side, which is exactly the redshift illustrated in Fig. 6.2(a). It
FIGURE 6.5. Comparison of the analytical model (Eq. (6.31)) with FDTD simulations. The blue curves represent FDTD simulations (coated nanoantennas minus uncoated nanoantenna) and the red curves are computed using Eq. (6.31) where the nanoantenna amplification factor $F_A^2$ was taken from the simulations of the uncoated nanoantennas. The permittivity of the dielectric was modeled as a Lorentzian band ($\varepsilon_{\text{lo}} = 0.0149$, $\omega_0 = 1730 \text{ cm}^{-1}$, $\gamma = 23 \text{ cm}^{-1}$) with a background permittivity $\varepsilon_{nr}$ of 1.

FIGURE 6.6. Comparison of the analytical model (Eq. (6.31)) with FDTD simulations in the case of a dielectric represented by a frequency-independent refractive index of 1.48. The blue curves represent FDTD simulations (coated nanoantennas minus uncoated nanoantenna) and the red curves are computed using Eq. (6.31) where the nanoantenna amplification factor $F_A^2$ was taken from the simulations of the uncoated nanoantennas.
is worthwhile to point out that the nanoantenna redshift is a manifestation of the 
backaction of the molecular dipoles on the nanoantennas, just as in the case of dipoles 
characterized by a vibrational resonance. In addition, it is interesting to note that the 
observed cross-section change is directly proportional to the imaginary part of $F_A^2$.

As a final consistency check we simulate the effect of a material which displays 
both a background index of refraction ($n_{nr}$) and an absorptive Lorentz term. In 
order to accurately mimic PMMA we choose $n_{nr} = \sqrt{\varepsilon_{nr}} = 1.48$ and $\varepsilon_{lor} = 0.022$. 
Together these two parameters match both the real and imaginary permittivity of 
PMMA in the carbonyl region. In a similar manner as was done above we compare 
the results of the simulations with the analytical model (Fig. 6.7). Curiously we 
observe that the very good description we achieved when simulating a material with 
only a resonant permittivity or only an off-resonant permittivity disappears when we 
simulate a realistic material which has both effects. As expected we see that the off-
resonant part of the cross-section change is still overestimated by approximately 20%. 
However, surprisingly the resonant part of the cross-section change, which showed 
an almost perfect match in Fig. 6.5, is now overestimated by almost a factor of 2. This 
suggests that a crucial element is still missing in our analytical model. The fact that 
we obtain a good fit when choosing either $\varepsilon = \varepsilon_{nr}$ or $\varepsilon = \varepsilon_{lor}(\omega)$, but not when we 
describe $\varepsilon$ as the sum of these contributions implies that there is an interaction effect 
between these different contributions to $\varepsilon$. Such interaction effect could arise if the 
interaction between different vibrational dipoles with each other is important. In the 
next section we will examine how this effect can be incorporated in our model.

### 6.2.3 Step 3: The Lorentz Local Field and the Depolarization Field

In order to treat the interactions between the vibrational dipoles we consider the 
electric field inside a piece of dielectric material that is irradiated by a homogeneous
field $E_0$ (we assume the dimensions of the material are smaller than the wavelength of the light). A microscopic dipole inside the material experiences a field that differs from the externally applied field $E_0$. In fact, there are two additional contributions to the microscopic field. Firstly there is the Lorentz local field (LLF)

$$E_{LLF} = \frac{P}{3\varepsilon_0}$$

which points in the same direction as the external field ($P$ is the polarization of the material, i.e. dipole moment per unit volume). The Lorentz local field accounts for the difference between the macroscopically averaged field applied to a sample and the microscopic field experienced inside the sample. The second field that needs to be considered is the so-called depolarization field due the accumulation of charges on the boundaries of the material. The depolarization field $E_{depol}$ points opposite to the externally applied field $E_0$. In Fig. 6.8 we have schematically illustrated these fields for a dielectric particle. The reason we have chosen to illustrate these effects for an ellipsoidal particle is that for this particular shape the induced polarization is independent of the position inside the particle leading to the simple analytical expression for the depolarization field

$$E_{depol} = -L\frac{P}{\varepsilon_0}$$

where $L$ is the so-called depolarization factor (a dimensionless parameter between 0 and 1), which depends on the shape of the ellipsoid. According to the reasoning above the field experienced by a microscopic dipole moment inside the material is

$$E = E_0 - L\frac{P}{\varepsilon_0} + \frac{P}{3\varepsilon_0}$$

Using $P = \rho\alpha E$ one can solve for the microscopic field

$$E = F_M E_0$$
and it becomes clear that the microscopic field is simply related to the external field by a scaling factor, which we will call the molecular field-enhancement factor

\[
F_M = \frac{1}{1 + \rho \alpha / \varepsilon_0 (L - 1/3)} \quad (6.41)
\]

\[
F_M = \frac{(\varepsilon + 2)/3}{L(\varepsilon - 1) + 1} \quad (6.42)
\]

In the second line we have used the Clausius-Mossotti equation to relate \( \alpha \) and \( \varepsilon \). We should point out that, strictly speaking, Eq. (6.40) only holds for an ellipsoidal particle that is illuminated by a homogeneous field \( E_0 \). This is quite different from our situation, in which we have a shell of PMMA that is excited by the inhomogeneous near field of the nanoantenna. Nevertheless we will make the assumption that Eq. (6.40) still holds in our case. This implies that the field experienced by the vibrational dipoles is scaled by the factor \( F_M \) compared to the antenna near field.

Using the same reciprocity argument as in the previous section this also means that the field radiating back on the nanoantenna is scaled by the same factor compared to the field in the absence of local-field effects. This leads to the following expression for the cross-section change of the nanoantenna due to the PMMA shell

\[
\Delta \sigma = \frac{2\pi N S_{\text{sub}}}{\lambda \varepsilon_0} \text{Im} \left[ F_A^2 F_M^2 \alpha_{\text{vib}} \right] \quad (6.43)
\]

Let us now compare the prediction of this new expression, which contains one free parameter (the depolarization factor \( L \)), with the FDTD simulations. Figure 6.9 shows the simulations of the cross-section changes of two nanoantennas that are covered with a dielectric material that displays both a background permittivity and a resonant permittivity. In total we have simulated 8 nanoantennas with lengths between 1400 nm and 2600 nm, and we obtain an excellent fit of the analytic model if we choose a depolarization factor \( L = 0.49 \). It is important to point out that the excellent fit observed in Fig. 6.9 is not simply the result of a fortuitous scaling of \( \alpha_{\text{vib}} \) by \( F_M^2 \) (see Eq. (6.43)). This can be seen by comparing Fig. 6.7 and Fig. 6.9, which shows that \( F_M^2 \) scales the resonant and non-resonant parts of the cross-section change by different amounts.

To gain more insight into the role of the molecular field enhancement \( F_M \) it is useful to explicitly consider its functional dependence, which we have plotted in Fig. 6.10. For comparison this figure also displays a plot of \( \alpha_{\text{vib}} \). We see that, similar to \( \alpha_{\text{vib}} \), \( F_M^2 \) contains a resonant and a non-resonant contribution, so that we can write these quantities as follows

\[
\alpha_{\text{vib}}(\omega) = \alpha_{\text{res}}(\omega) + \alpha_{\text{nr}} \quad (6.44)
\]

\[
F_M^2(\omega) = (F_M^2)_{\text{res}}(\omega) + (F_M^2)_{\text{nr}} \quad (6.45)
\]

To excellent approximation the resonant contribution of \( F_M^2 \) is Lorentzian, but contrary to the resonant contribution of \( \alpha_{\text{vib}} \) it has a negative amplitude. It is insightful to perform a similar separation into a resonant and non-resonant
contradiction for the amplified vibrational spectrum $\Delta \sigma$. The non-resonant contribution has the following form

$$\Delta \sigma_{\text{non-res}} = \frac{2\pi N S_{\text{sub}}}{\lambda \varepsilon_0} \text{Im} \left[ \frac{F^2}{A} (F_M^{2})_{nr} \alpha_{nr} \right]$$  \hspace{1cm} (6.46)

which immediately shows that the molecular field simply scales the cross-section change by the factor $(F_M^{2})_{nr}$. Next we consider the resonant part of the cross-section change, which can be identified with the cross terms between the resonant and non-resonant parts of $(F_M^{2})$ and $\alpha_{\text{vib}}$,

$$\Delta \sigma_{\text{res}} = \frac{2\pi N S_{\text{sub}}}{\lambda \varepsilon_0} \text{Im} \left[ \frac{F^2}{A} \left( (F_M^{2})_{nr} \alpha_{\text{res}} + \alpha_{nr} (F_M^{2})_{\text{res}} \right) \right]$$  \hspace{1cm} (6.47)

Here we neglected the contribution of the term proportional to $\alpha_{\text{res}} (F_M^{2})_{\text{res}}$. It now becomes clear why neglecting the local field effects had led to such a great overestimation of the resonant cross-section change in Fig. 6.7. The point is that $\Delta \sigma_{\text{res}}$ is made up of two opposing contributions, of which one owes its resonant character to the resonance in $\alpha_{\text{vib}}$ while the second owes its resonant character to the resonance in $F_M^{2}$. The former contribution corresponds to the signal we had already derived in the previous section (except for the fact that it is now scaled down by the factor $(F_M^{2})_{nr}$). The latter contribution, however, was missed in our previous analysis. Thus we see that the molecular field decreases the amplification of the vibrational spectrum by the nanoantenna. Let us next quantify this effect. To this end we note that $\alpha_{\text{vib}}$ and $F_M$ have the same functional form, which to first order in $\varepsilon_{\text{res}} (\omega)$ can be approximated as follows.

$$\frac{a + b \varepsilon_{\text{res}} (\omega)}{c + d \varepsilon_{\text{res}} (\omega)} \approx \frac{a}{c} + \frac{a}{c} \left( \frac{b}{a} - \frac{d}{c} \right) \varepsilon_{\text{res}} (\omega)$$  \hspace{1cm} (6.48)
Using this approximation it is a simple matter to find the following expressions for \( \Delta \sigma_{\text{res}} \) and \( \Delta \sigma_{\text{non-res}} \)

\[
\Delta \sigma_{\text{non-res}}(\omega) = \frac{2 \pi N S_{\text{sub}} S_{\text{nr}}}{\lambda \varepsilon_0} \text{Im} \left[ \frac{F_A^2(\omega)}{\varepsilon} \right]
\]  
(6.49)

\[
\Delta \sigma_{\text{res}}(\omega) = \frac{2 \pi N S_{\text{sub}} S_{\text{r}}}{\lambda \varepsilon_0} \text{Im} \left[ \frac{F_A^2(\omega) \varepsilon_{\text{res}}(\omega)}{\varepsilon} \right]
\]  
(6.50)

where the scaling factors for the resonant and non-resonant signals have been defined as

\[
S_{\text{nr}} = \frac{(\varepsilon_{\text{nr}} + 2)(\varepsilon_{\text{nr}} - 1)}{3(L(\varepsilon_{\text{nr}} - 1) + 1)^2}
\]  
(6.51)

\[
S_{\text{r}} = \frac{(2/3 - L)(\varepsilon_{\text{nr}} - 1) + 1}{(L(\varepsilon_{\text{nr}} - 1) + 1)^3}
\]  
(6.52)

As expected we see that the resonant and non-resonant part of the cross-section show a different scaling behavior as a function of the background permittivity. As a final check of the validity of our treatment we compare the obtained analytical expressions for the scaling factors \( S_{\text{r}} \) and \( S_{\text{nr}} \) with the results of simulations. These results are shown in Fig. 6.11. The data points in this figure represent the amplitudes of the resonant and non-resonant cross-section changes of a coated 2000 nm nanoantenna, where we have used the same permittivity function \( \varepsilon(\omega) \) as in Fig. 6.9 except that we have varied the background permittivity \( \varepsilon_{\text{nr}} \). In order to separately obtain \( \Delta \sigma_{\text{res}}(\omega) \) and \( \Delta \sigma_{\text{non-res}}(\omega) \) from our simulations we performed two simulations for every value of \( \varepsilon_{\text{nr}} \): one with \( \varepsilon(\omega) = \varepsilon_{\text{nr}} + \varepsilon_{\text{res}}(\omega) \) and the other with \( \varepsilon(\omega) = \varepsilon_{\text{nr}}. \) The theoretical curves (Eq. (6.51)-(6.52)) were calculated using the previously determined value of 0.49 for the depolarization factor \( L. \) As can be seen we obtain an excellent agreement between the theory and the simulations. For reference, we have plotted two additional curves in these graphs. The first (purple line) represents the signal that
Figure 6.11. Amplitude of the non-resonant (a) and resonant (b) cross-section change as a function of the background refractive index $n_{nr} = \sqrt{\varepsilon_{nr}}$ of the coating material. The data points represent the maximum of the simulated cross-section change (which lies at 1420 cm$^{-1}$ for the non-resonant signal and 1730 cm$^{-1}$ for the resonant signal). The simulations were carried out for a 2000 nm nanoantenna coated with a 10 nm layer of dielectric material characterized by the permittivity from Eq. (6.34) with $\varepsilon_{lor} = 0.022$, $\omega_0 = 1730$ cm$^{-1}$ and $2\gamma = 23$ cm$^{-1}$. The green curves represent calculations based on Eqs. (6.51) and (6.52) with $L = 0.49$. The red curves represent calculations when the molecular field (MF) enhancement is neglected (i.e. $F_M^2 = 1$). The magenta curves represent calculations where, in addition, the Lorentz local field (LLF) factor in the Clausius-Mossotti equation is ignored (i.e. $\rho\alpha_{vib} = \varepsilon_0(\varepsilon - 1)$).

one obtains if one completely ignores all local-field effects; that is, when ignoring both the factor $F_M^2$ and the Lorentz local field factor in the Clausius-Mossotti equation (meaning that we use $\rho\alpha_{vib} = \varepsilon_0(\varepsilon - 1)$). The second graph represents the signal one obtains upon inclusion of the Lorentz local field factor in the Clausius-Mossotti equation but without the factor $F_M^2$. We see that the local field effects drastically decrease the visibility of the vibrational amplification by the nanoantenna.

At this point it is instructive to briefly summarize the different screening effects that we have identified. We have seen that the maximum degree of amplification is determined by the square of the nanoantenna field enhancement ($F_A^2$). This maximum amplification factor is identical for the resonant ($\Delta\sigma_{res}$) and non-resonant signals ($\Delta\sigma_{non-res}$). There are two effects that decrease this maximum amplification. Firstly, the amplification is weakened by the effect of the substrate through the parameter $S_{sub}$ (for both the resonant and the non-resonant signals). Secondly, the amplification is further decreased due to the local-field effect (through the screening parameters $S_r$ and $S_{nr}$). Interestingly it turns out that the local-field effect is fully mediated by the background refractive index $n_{nr}$ of the material being sensed. This can be seen from the fact that for $n_{nr} = 1$, the amplitude of the amplified signal is independent of whether local-field effects are included or not. We also see the that the local field has a larger effect on the resonant signal compared to the non-resonant signal. For instance, up to a refractive index of approximately 1.5 the non-resonant signal is hardly affected by the local-field effects while the resonant signal already shows a marked decrease.
From a sensing perspective the result shown in Fig. 6.11 implies that vibrations which lie in a spectral region with a low refractive index can be detected most efficiently. For example, an increase in the refractive index from 1.5 to 2 leads to a decrease of the amplified vibrational signal by a factor of \( \sim 3 \). For completeness, we mention that another important factor determining the vibrational amplification is the orientation of the transition dipole moment of a vibration with respect to the local electric field (that is, vibrations with a transition dipole moment perpendicular to the local electric field are not amplified). As this effect is well documented in the literature\(^{167}\), we have not included it in our present treatment although it can be done straightforwardly.

We return to the depolarization factor and the value of 0.49, which has been found to accurately describe our data. The question arises as to how this value should be interpreted. In our treatment we have implicitly assumed that the depolarization factor is independent of the location inside the dielectric material. Strictly speaking this assumption is only correct for ellipsoidal particles. The fact that we nevertheless obtain an excellent description of our signals suggests that, although the polarization and depolarization fields are not homogeneous over the PMMA shell, the proportionality relation between these two quantities (as expressed by Eq. (6.38)) remains valid to a good approximation. To interpret the magnitude of \( L \) it is useful to consider how \( L \) depends on the shape of an ellipsoidal particle. It is well known that spherical particles are characterized by \( L = \frac{1}{3} \) and that \( L \) decreases to a value of 0 as the particles become prolate (for an electric field polarized parallel to the long axis). For flatter particles, i.e. oblate ellipsoids, the opposite occurs and \( L \) increases up to its limiting value of 1 (for an electric field polarized parallel to the short axis). Apparently, the flatter the particle is, the better the external electric field can be shielded by the depolarization field. The value of \( L = 0.49 \), which corresponds to an oblate ellipsoid with a shape similar to the one drawn in Fig. 6.8 (that is, with a short axis approximately half the length of the long axis), indicates a rather good shielding of the nanoantenna field by the PMMA. This is probably a consequence of the fact that for the entire PMMA shell the near field of the nanoantenna is perpendicular to the surface of the PMMA. With respect to the nanoantenna near field the PMMA shell therefore acts as a flat particle.

We have seen that for the nanoantenna geometry described in this work the local-field effects tend to decrease the plasmonic enhancement of a vibrational resonance \( (S_r < 1; \text{ see Fig. 6.11(b)}) \). Now the interesting question arises as to whether it would be possible to design a nanoantenna whose plasmonic enhancement is actually boosted by the local fields rather than weakened. From Eq. (6.52) it can easily be seen that decreasing the depolarization factor \( L \) leads to an increase of \( S_r \) thereby increasing the plasmonic enhancement. It turns out that for \( L < 0.1 \) the resonant scaling factor \( S_r \) can even attain values that are larger than unity over the entire refractive index range displayed in Fig. 6.11. For instance, if one could achieve a vanishing depolarization factor \( (L = 0) \), then for a vibrational mode with a typical background refractive index \( n_n \) of 1.65 one would obtain a plasmonic enhancement that is 10 times larger compared to the enhancement obtained with the present geometry \( (L = 0.49) \). A depolarization factor of zero corresponds to the case in which the depolarization field effectively vanishes over the volume of the sensed material. This situation occurs naturally for strongly prolate particles (with the
electric field polarized along the long axis). Alternatively one could imagine achieving this condition through a nanoantenna geometry in which the sensed material is not applied homogeneously over the entire nanoantenna, but rather as nanostructured patches, designed in such a way to cause the depolarization field to effectively vanish over the material. These considerations demonstrate that engineering of the local molecular field could potentially yield a novel strategy to significantly boost the amplification of vibrational signals by infrared nanoantennas.

6.3 CONCLUSION

We have presented a model which describes the interaction between molecular vibrations and infrared nanoantennas. The model allows one to quantitatively compute the cross-section change displayed by an infrared nanoantenna when it is covered by a thin layer of dielectric material. Our treatment is based on a perturbation expansion in which the total cross-section change of the nanoantenna is split up into a series of contributions from (virtual) interaction processes, each of which has a straightforward physical interpretation. The model demonstrates that the main contribution to the cross-section change is due to a backaction process: the nanoantenna near field excites the molecular vibrations, which in turn radiate back onto the nanoantenna. This backaction process explains both the lineshape of the amplified vibrational signal and its amplitude. The lineshape is determined by the phase lag between the incident radiation and the reradiated field. Depending on the detuning between the nanoantenna and the molecular vibrations, this phase lag can have any value between 0 and 2\pi, which explains the variety of observed lineshapes ranging from absorptive peaks and dips to fully dispersive shapes. The plasmonic enhancement of the vibrational signal is firstly determined by the square of the field enhancement of the nanoantenna. In addition, however, it turns out that the local molecular field plays an important role as it effectively scales the nanoantenna near field. Interestingly, depending on the exact circumstances, this local-field effect can either decrease or further boost the plasmonic enhancement by the nanoantenna. This could provide an avenue for achieving particularly strong plasmonic enhancements by rationally engineering the local field.

6.4 APPENDIX

6.4.1 SIMULATION DETAILS

The finite-difference time-domain simulation were performed using a commercially available software package (Lumerical). We used a total-field-scattered-field (TFSF) source to compute the extinction cross section of 8 nanoantennas of varying lengths (between 1400 nm and 2600 nm). The antennas were simulated on top of a CaF$_2$ substrate ($n = 1.42$). The optical constants of gold were taken from Palik.\textsuperscript{190} We computed the extinction for both the bare antennas and for antennas covered with a 10 nm layer of PMMA on each face. We examined a number of different permittivity functions for the PMMA, as described in the main text. For both the antennas and the
PMMA a mesh of 5 nm was used. Because of the sharp PMMA resonance, relatively long simulation times of 2000 fs were required whenever this resonance was included in the permittivity function.

6.4.2 Derivations

In this appendix we provide the derivation proving that \( f'_{xy} = f_{xy} \) and \( f'_{xz} = f_{xz} \). In the second part we demonstrate that these equalities remain valid for a dipole on a surface.

The element \( f'_{xy} \) The element \( f'_{xy} \) can be obtained via a slightly modified approach compared to the one discussed in the main text. The diagrams required are shown in Fig. 6.12. Using the diagrams in Fig. 6.12(a)-(b) we write for the field-enhancement tensor

\[
f_{yx} = \frac{G_{yx}(r_{vib}, r_{far})}{G_{xx}(r_{vib}, r_{far})} \quad (6.53)
\]

Next from Fig. 6.12(c)-(d) we find that

\[
f'_{xy} = \frac{\Delta p_{ant,x}}{p_{test,y}} = \frac{E_x(r_{far})}{E_y^{(0)}(r_{far})} = \frac{G_{xy}(r_{far}, r_{vib})}{G_{yy}^{(0)}(r_{far}, r_{vib})} \quad (6.54)
\]

\[
= \frac{G_{yx}(r_{vib}, r_{far})}{G_{xx}^{(0)}(r_{vib}, r_{far})} \quad (6.55)
\]

In writing the first line we have used the fact that \( E_x(r_{far}) \) reports only on \( p_{ant,x} \) even though \( p_{ant,y} \) and \( p_{ant,z} \) are non-vanishing. Because of symmetry

\[
G_{yy}^{(0)}(r_{far}, r_{vib}) = G_{xx}^{(0)}(r_{far}, r_{vib}) \quad (6.56)
\]

from which follows that

\[
f'_{xy} = f_{yx} \quad (6.57)
\]

The element \( f'_{xz} \) The element \( f'_{xz} \) is somewhat more difficult to evaluate. Here we need to consider a test dipole that is oriented along the \( z \) axis. However, the amplitude of this dipole cannot be obtained form the field at \( r_{far} \) as the radiated field vanishes in the direction parallel to the dipole moment. Because of this we will adopt a slightly different strategy in which we place the observation point \( r_{far} \) such that the dipoles are observed under a slight angle \( \theta \). We will define a second coordinate system with axes \( z' \) and \( x' \) (see Fig. 6.13(a)). We can define the following field enhancement tensor element (applying to non-normal incidence)

\[
f_{zx}[\theta] = \frac{E_z(r_{vib})}{E_x^{(0)}(r_{vib})} \quad (6.58)
\]

\[
= \frac{G_{zx'}(r_{vib}, r_{far}, \theta)}{G_{xx}(r_{vib}, r_{far}, \theta)} \quad (6.59)
\]
which obviously tends to $f_{xx}$ (which is the element that appears in Eq. (6.19)) as $\theta$ approaches zero.

Now a difficulty occurs when we attempt to obtain the dipole moment $p_{\text{ant,x}}$ from the field $E_{\text{far},x'}$. The point is that this field does not only depend on $p_{\text{ant,x}}$ but also on $p_{\text{ant,z}}$. However, if the angle $\theta$ is small then

$$p_{\text{ant,x}} \propto E_{x'}(r_{\text{far}}, \theta) / \sin(\pi/2 - \theta) = E_{x'}(r_{\text{far}}, \theta) / \cos(\theta) \quad (6.60)$$

is a good approximation, which becomes exact in the limit $\theta \rightarrow 0$. From Fig. 6.13(d) it follows that

$$p_{\text{test,z}} \propto E_{y'}^{(0)}(r_{\text{far}}, \theta) / \sin(\theta) \quad (6.61)$$
6.4 Local-field Effects in Plasmonic Enhancement

**Figure 6.13.** Diagrams for computing the element $f'_{xz}$. In these diagrams the far-field source is placed in such a way that the nanoantenna is illuminated under a slight angle $\theta$. We have defined a secondary coordinate system with the $z'$ axis parallel to the $\mathbf{k}$ vector of the illumination; the $x'$ axis is perpendicular to this direction and parallel to the electric field of the source dipole.

From these two expressions we can obtain

$$f'_{xz}[\theta] = \frac{\Delta p_{\text{ant},x}}{p_{\text{test},z}} \quad (6.62)$$

$$= \frac{E_{x'}(r_{\text{far},\theta})}{E_{x'}^{(0)}(r_{\text{far},\theta})/\tan \theta} \quad (6.63)$$

$$= \frac{G_{x'z}(r_{\text{far},\theta}, r_{\text{vib}})}{G_{x'z}^{(0)}(r_{\text{far},\theta}, r_{\text{vib}})/\tan \theta} \quad (6.64)$$

Here the parameter $\theta$ refers to the fact that the tensor element $f'_{xz}[\theta]$ (which itself does not depend on $\theta$) is evaluated using the observation point $r_{\text{far},\theta}$. Using the
reciprocity relation we rewrite this into  

\[ f'_{xz}[^\theta] = \frac{G_{zx'}(r_{\text{vib}}, r_{\text{far}}, \theta)}{G_{zx}^{(0)}(r_{\text{vib}}, r_{\text{far}}, \theta)/\tan \theta} \]  

(6.65)  

\[ = \frac{G_{zx'}(r_{\text{vib}}, r_{\text{far}}, \theta)}{G_{xx'}^{(0)}(r_{\text{vib}}, r_{\text{far}}, \theta)} \]  

(6.66)  

\[ = f_{xx}[^\theta] \]  

(6.67)

where the second step follows from Fig. 6.13(b). In the limit \( \theta \to 0 \) we obtain

\[ f'_{xz} = f_{zx} \]  

(6.68)

**Effect of the Substrate**  
The derivations above have relied strongly on the properties of the dipole radiation field. The question now arises whether this derivation still holds for a dipole located above a substrate (given the fact that the substrate modifies the dipolar radiation field). Fortunately in our case the situation is relatively simple. We only need to consider the radiation pattern in the xz plane, and we need to do this for two cases: a dipole aligned along the z axis and a dipole aligned along the x axis. The radiation pattern in the upper plane is the superposition of the field emitted in the upward direction and the field reflected by the substrate.  

To obtain the far-field radiation patterns for the dipoles shown in Fig. 6.14(a) and (b) we simply reflect the downward travelling ray and scale it by the Fresnel reflection coefficient. The validity of this approach follows from the fact that in the far-field the radiation pattern of a dipole is given by its angular spectrum;\(^{184}\) the rays in Fig. 6.14 should be interpreted as the plane-wave components that form the angular spectrum representation of the dipole radiation field. Taking into account the direction of the different electric field vectors we see that this leads to different radiation patterns for parallel and perpendicular pointing dipoles.

\[ E \propto (1 + r_\theta) \sin \theta \, p_\perp \]  

(6.69)  

\[ E \propto (1 - r_\theta) \cos \theta \, p_\parallel \]  

(6.70)
Here $r_\theta$ is the Fresnel reflection coefficient for a p-polarized plane wave incident at an angle $\theta$. Now it becomes clear that in the evaluation of $f'_{xx}$ and $f'_{xy}$ this effect has no influence as in these cases we only compare in-plane dipoles with each other (see Figs. 6.4(c)-(d) and Figs. 6.12(c)-(d)). For the evaluation of $f'_{xz}$ this is not the case, however. That is because there we compare an in-plane dipole with an out-of-plane dipole (Figs. 6.13(c)-(d)), and Eq. (6.65) therefore modifies into

$$f'_{xz}[\theta] = \frac{1 + r_\theta}{1 - r_\theta} \frac{E_{x'}(r_{far,\theta})}{E^{(0)}_{x'}(r_{far,\theta})/\tan \theta}$$

$$= \frac{1 + r_\theta}{1 - r_\theta} \frac{G_{x'z}(r_{far,\theta}, r_{vib})}{G^{(0)}_{x'z}(r_{far,\theta}, r_{vib})/\tan \theta}$$

(6.71)

(6.72)

At first sight it seems that this expression implies that Eq. (6.68) no longer holds. However, one should consider that in the presence of a substrate (see Fig. 6.13(b))

$$E^{(0)}_{z}(r_{vib}) \neq \tan \theta E^{(0)}_{x}(r_{vib})$$

(6.73)

In fact, the Fresnel reflection of the incoming plane wave leads to

$$E^{(0)}_{x}(r_{vib}) = (1 - r_\theta) \cos \theta E_0$$

(6.74)

$$E^{(0)}_{z}(r_{vib}) = (1 + r_\theta) \sin \theta E_0$$

(6.75)

and as a consequence

$$G^{(0)}_{zx}(r_{vib}, r_{far,\theta}) = \tan \theta \frac{1 + r_\theta}{1 - r_\theta} G^{(0)}_{xx}(r_{vib}, r_{far,\theta})$$

(6.76)

Therefore we again end up with

$$f'_{xz} = f_{zx}$$

(6.77)