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Abstract: Mutual information among three or more dimensions ($\mu^* = -Q$) has been considered as interaction information. However, Krippendorff [1,2] has shown that this measure cannot be interpreted as a unique property of the interactions and has proposed an alternative measure of interaction information based on iterative approximation of maximum entropies. $Q$ can then be considered as a measure of the difference between interaction information and redundancy generated in a model entertained by an observer. I argue that this provides us with a measure of the imprint of a second-order observing system—a model entertained by the system itself—on the underlying information processing. The second-order system communicates meaning hyper-incursively; an observation instantiates this meaning-processing within the information processing. The net results may add to or reduce the prevailing uncertainty. The model is tested empirically for the case where textual organization can be expected to contain intellectual organization in terms of distributions of title words, author names, and cited references.
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1. Introduction

This study follows up on a recent discussion about interaction information [1–4]. In that discussion, I argued that the concurrent generation of probabilistic entropy (with “the arrow of time” [5]) and redundancy (against the arrow of time) in complex systems could be made measurable by considering the $Q$-measure as an imprint of meaning processing on information processing [4]. If a modeling system, for example, feeds back from the perspective of hindsight on the modeled one by providing the
latter with meaning, a complex interaction between information and redundancy generating mechanisms can be expected. Might it be possible to measure the outcome of this balance as a difference?

Krippendorff [2] responded to this question for another interpretation of $Q$ by elaborating the formula $R = I - Q$ (or equivalently $Q = I - R$). In this formula, $R$ indicates redundancy which, in Krippendorff’s formulation, is generated by a (Boolean) observer who assumes independence among three (or more) probability distributions, whereas $I_{\text{ABC} \rightarrow \text{AB}:\text{AC}:\text{BC}}$ measures the (Shannon-type) interaction information generated in the system in addition to the lower-level (i.e., bilateral) interactions. In other words, $R$ is generated at the level of the model entertained by an observer because of the assumption that the probability distributions are independent. Given this assumption of independence, the algebraic derivation of $Q$ is valid because circular relations among the variables cannot occur under this condition and all probabilities add up to unity. However, $R$ measures the error caused by this assumption if the distributions are not independent.

In this contribution to the discussion, I shall argue that this possibility of using $I$ and $Q$ to measure $R$ enables us to address the question of how to measure the impact of the communication of meaning in a system which provides meaning to the events by entertaining a model. The Boolean observer who makes an error can be considered as the simplest case of a model maker. Using $Q$, the error in the expectations can be quantified (in terms of bits of information) in addition to interaction information $I_{\text{ABC} \rightarrow \text{AB}:\text{AC}:\text{BC}}$ in the modeled system. In a final section, I provide empirical examples of how one can measure, for example, the effects of intellectual organization as an order of expectations of textual organization in interactions among (three or more) attributes of documents.

2. Dually Layered Systems Entertaining a Model of Themselves

Anticipatory systems were defined by Rosen [6] as systems which entertain a model of themselves. Since the modeling module is part of the system to be modeled, this reasoning would lead to an infinite regress. However, Dubois [7] showed that this problem can be solved by introducing incursive and hyper-incursive equations into the computation of anticipatory systems. Unlike a recursive equation—which refers for the computation of its current state to a previous state ($t-1$)—an incursive equation refers also to states in the present among its independent variables, and a hyper-incursive one refers to future states as co-constructors of present states.

Dubois’ prime examples are the recursive, incursive, and hyper-incursive versions of the logistic equation. The hyper-incursive version of this equation can be formulated as follows:

$$x_t = ax_{t+1}(1 - x_{t+1})$$  \hspace{1cm} (1)

and analytically rewritten into [8]:

$$x_{t+1} = \frac{1}{2} \pm \frac{1}{2} \sqrt{[1 - (4/a) x_t]}$$  \hspace{1cm} (2)

This equation has two real roots for $a \geq 4$. As is well known, the (recursive) logistic equation is defined only for $a < 4$; the solutions become increasingly chaotic as $a$ approaches four. In other words, $a = 4$ functions as a divide between the domain of the recursive version of the equation (along the arrow of time) and the hyper-incursive version (against the arrow of time). Furthermore, the incursive
version of this equation generates a steady state for all values of \( a \) as follows: \( x = (a - 1)/a \) [9]. This continuous curve crosses the noted divide between the two domains [10,11].

In general, a model advances in time with reference to the present state of the modeled system. In other words, the model contains a prediction of a next state of the system. Hyper-incursive equations show how models may additionally feed back on the present state of the modeled system. The total system—that is, the system including its modeling subroutines—develops over time and thus generates entropy [12]. The model, however, reverses the time axis and thus can be expected to generate redundancy.

In other words, a model provides meaning to the modeled system. Meaning can be communicated in a reflexive discourse entertaining different models: a discursive model enables us to feed back on the system under study. This hyper-incursive meaning processing—formulated in Equation 1 exclusively in terms of possible future states—can be instantiated recursively by a reflexive observer who herself operates with an expectation in the present and historically with reference to a previous state. The model is thus instantiated [13].

The communication of meaning cannot be expected to be directly measurable because, unlike the communication of information, hyper-incursive communication of meaning generates only redundancy. When the communication of meaning occurs within the system, however, this communication at a next-order level may make a difference for the communication of information by being instantiated locally within a historical process of information exchanges. The latter process necessarily generates probabilistic entropy, while the next-order level of meaning exchange can from this perspective also be considered as an exogenous network variable potentially restricting the options [14]. The model constrains the number of possible states in the system and can thus be considered as a filter reducing the uncertainty that prevails.

3. The Measurement of Redundancy and Interaction Information

Might one be able to measure the reduction of uncertainty in an information processing system which entertains a model of itself? The generation of redundancy in information exchanges has been studied as a possible outcome of mutual information among three or more dimensions. Ulanowicz [15] for example, suggested using this local reduction of uncertainty as an indicator of “ascendency.”

McGill [16] originally derived this measure as \( A' \), but later adopters have denoted it with \( Q \). The advantage of using the opposite sign as proposed by McGill [15] is that \( Q \) can be generalized for any dimensionality as:

\[
T(\Gamma) = \sum_{S \in \Gamma} Q(S)
\]

whereas mutual information can be expected to change signs with odd or even numbers of dimensions [2]. Note that in the case of three dimensions—on which we will focus below as the simplest case—\( Q \) is equal to the negative of mutual information, which I will denote as \( \mu^* \) following Yeung [17]. I return to the issue of the sign more extensively below.
Mutual information or transmission $T$ between two dimensions $x$ and $y$ is defined as the difference between the sum of uncertainties in the two probability distributions minus their combined uncertainty, as follows:

$$T_{xy} = H_x + H_y - H_{xy}$$

in which formula $H_x = -\sum_x p_x \log_2 p_x$ and $H_{xy} = -\sum_{xy} p_{xy} \log_2 p_{xy}$ [18]. When the distributions $\sum_x p_x$ and $\sum_y p_y$ are independent, $T_{xy} = 0$ and $H_{xy} = H_x + H_y$. In all other cases, $H_{xy} < H_x + H_y$, and therefore $T_{xy}$ is positive [19]. The uncertainty which prevails when two probability distributions are combined is reduced by the transmission or mutual information between these distributions.

Yeung [16,20] specified the corresponding information measure in more than two dimensions $\mu^*$ which can be formulated for three dimension as follows:

$$\mu^*_{xyz} = H_x + H_y + H_z - H_{xy} - H_{xz} - H_{yz} + H_{xyz} = -Q$$

Depending on how the different variations disturb and condition one another, the outcome of this measure can be positive, negative, or zero. In other words, the interactions among three sources of variance may reduce the uncertainty which prevails at the systems level.

Krippendorff [1,2] convincingly showed that multivariate $Q$-measures of interaction information cannot be considered as Shannon-type information. Watanabe [21] had made the same argument, but this was forgotten in the blossoming literature using $Q$-measures for the measurement of “configurational information” [22]. Yeung [16] used the deviant symbol $\mu^*$ to indicate that mutual information in three or more dimensions is not Shannon-type information. However, Krippendorff specified in detail why the reasoning among the proponents of this measure as an information statistics (about probability distributions) is mistaken: when more than two probability distributions are multiplied, loops can be expected to disturb what seems algebraically a perfect derivation. The probabilities may no longer add up to unity, and in that case a major assumption of probability theory ($\sum p_i = 1$) is violated.

Building on earlier work, Krippendorff [1,23,24] proposed another algorithm which approximates interaction information in three or more dimensions iteratively by using maximum entropies. This interaction information (denoted in the case of three dimensions as $I_{ABC\rightarrow AB;AC;BC}$) is Shannon-type information: it is the surplus information potentially generated in the three-way interactions which cannot be accounted for by the two-way interactions.

As noted, Krippendorff [2] provided an interpretation of $Q$ expressed as $Q = I - R$. In this formula, $R$ indicates redundancy which is generated at the level of the model entertained by an observer on the basis of the assumption that the probability distributions are independent and therefore multiplication is allowed. Given this assumption of independence, the algebraic derivation of $Q$ is valid because circular relations among the variables cannot occur and all probabilities add up to unity. However, when this assumption is not true, a Shannon-type information $I_{ABC\rightarrow AB;AC;BC}$ is necessarily generated. $Q$ can be positive or negative (or zero) depending on the difference between $R$ and $I$. 
Figure 1. Example of positive ternary interaction with $Q = 0$ [2].

\[
\begin{align*}
Q(ABC) &= 0.00 \\
I(ABC \rightarrow AB:AC:BC) &= 0.25 \\
R(AB:AC:BC) &= 0.25 - 0.00 = 0.25
\end{align*}
\]

In other words, $Q = 0$ should not be interpreted as the absence of interaction information, but only as an indicator of $R = I$. Figure 1 shows that the presence of (Shannon-type) interaction information $I$ is compatible with the absence of a value for $Q$. $Q$ cannot be interpreted as a unique property of the interactions. In other words, not $Q$, but $R$ is urgently to be provided with an interpretation. $Q$ can only be considered as the difference between the positive interaction information in the modeled system and redundancy generated in the model.

4. An Empirical Interpretation of $R$

$R$ cannot be measured directly, but one can retrieve both $I$ and $Q$ from the data. For the measurement of $I_{ABC \rightarrow AB:AC:BC}$, Krippendorff’s iterative algorithm is available, and $Q$ can be computed using Equation 4. Because $I_{ABC \rightarrow AB:AC:BC}$ is a Shannon-type information it cannot be negative. $\mu^* (= -Q)$ has to be added to (or subtracted from) $I$ in order to find $R$.

Krippendorff [1] noted that in Shannon’s information theory processes can flow only in a single direction, that is, with the arrow of time: “Accordingly, a message received could have no effect on the message sent”. Meaning, however, is provided to the message from the perspective of hindsight, and meaning processing can be expected to operate orthogonally to—albeit potentially in interaction with—information processing. The modeling aims to reduce complexity and thus may add to redundancy without necessarily affecting the information processing. In the case of this independence, the model’s expected information content remains “hot air” only specifying other possible states. However, if the meaning processing is made relevant to the information processing system, an imprint is generated. This imprint makes a difference and can be measured as $Q$, that is, the difference between interaction information in the modeled subsystem and redundancy in the modeling subroutine.

What type of (meta-)model might model this relation between information processing and meaning processing in numerical terms? Let me propose a rotated three-factor model as an example of a model of constructs that can be provided with meaning in terms of observable variables. The factor model
assumes orthogonality among the (three or more) dimensions and one can measure the relations among these dimensions in terms of the factor loadings of the variables [25]. In other words, the data matrix represents a first-order network in which a second-order structure among the variables can be hypothesized using factor analysis.

The dimensions of the second-order structure are latent at the first-order level; they remain expectations about the main dimensions that span the network. By using orthogonal rotation among the factors, one can assure that the dimensions are analytically independent. Let us assume a three-factor model because the interactions among three dimensions provide us with the most parsimonious example for analyzing the problem of how redundancy because of data reduction operates in relation to interaction information [26].

The factor model spans a three-dimensional space in which the variables can be positioned as vectors. The variables are associated with the eigenvectors in terms of the factor loadings. (Factor loadings are by definition equal to Pearson correlation coefficients between variables and factors.) In other words, the (orthogonally rotated) factor matrix provides us with a representation of the variables in three main dimensions. Among these three dimensions one can compute an $I_{ABC \rightarrow AB:AC:BC}$, $\mu^*$, and therefore $R$. From this perspective, the difference between $R$ and $I$ can be considered as the remaining redundancy of the model that is not consumed by the Shannon information contained in the empirical distributions. If $R < I$, this difference can be considered as remaining uncertainty.

While $R$ is a property of the model and cannot be measured directly, the remaining redundancy or uncertainty $(R - I)$ can be provided with historical meaning because it is manifest in the instantiation as $\mu^*$ ($= -Q$). Remaining redundancy can be considered as redundancy that could have been filled by the events. Remaining uncertainty would indicate that the model is not sufficiently complex to reduce all uncertainty in the data. Note that our meta-model assumes that the model generating $R$ is endogenous to the system as in the case of anticipation. The factor model can be considered as an example of a model that a system could entertain for understanding its own complexity.

One technical complication is that $\mu^*$ is measured as mutual information and not as redundancy. A negative value of $\mu^*$ in bits indicates a redundancy; a positive value of $\mu^*$ adds to the uncertainty. The inversion of the sign between $\mu^*$ and $Q$ may easily lead to confusion in empirical studies about what can be considered as reduction or increase in uncertainty. For example, Krippendorff [2] formulated: “With $Q(ABC) = -1$, redundancy measures $R(AB:AC:BC) = 1$ bit, which accounts for the redundant binary interaction in $AB$.” This redundancy, however, would be equal to minus one bit when measured as information because adding to the redundancy reduces uncertainty at the systems level. In other words, if $I = 0$ then $R = Q$ because both $R$ and $Q$ are defined as redundancies. Hence, $R = I + Q$ or, more precisely, the value of $R$ (as a redundancy) $= I - \mu^*$ when the latter two terms are both measured in bits of information. When $\mu^*$ is measured as negative, this can be considered as an imprint—in this case, remaining redundancy—generated by a modeling system.

Since in our meta-model the model entertained by the system generating redundancy is also part of the information system, the “Boolean observer” [2] can no longer be considered as an external observer making an error. A second-order observer is part of the system as a recursive feedback loop [27]. Note that this second-order observer is embedded in the system, while entertaining our meta-model assumes an external (super-)observer [28]. The modeling within the system can be expected to involve a potential error when specifying an expectation because at the level of this model
data are modeled and no longer assumed as given. The modeling subsystem can only specify an expectation about how the (three) orthogonal dimensions in the data interact historically, but this can be evaluated empirically—by an external observer—in terms of Shannon-type interaction information. This information is contained in empirical distributions to be observed (both internally and externally). The research question of this paper is whether one can show empirically how such reduction of uncertainty in the data would operate in a system which entertains a model of itself as a subroutine.

5. Methods and Materials

As data I use bibliometric data such as publications which can be related to one another in terms of citations, co-authorship relations, and co-occurrences of words in their titles. These various forms of relationships among documents enable us to construct matrices with the documents as cases (in the rows) and the different variables as columns. These matrices can be juxtaposed and combined. For example, in the first case—to be described below—the sample contains 102 documents (co-)authored by 183 authors containing 398 cited references, and 43 significant title words. We focus on the 24 authors who contribute more than once to the set.

Thus, we are able to construct three basic matrices (documents versus words, authors, or cited references, respectively) and various combinations (Figure 2 provides an example). This variation of matrices in substantively different dimensions enables us to specify different expected dimensions and accordingly to interpret the results of the (three-)factor model in substantive terms. In other words, using relational database management one is thus able to specify an expectation in terms of meaningful attributes.

**Figure 2.** Two matrices for \( n \) documents with \( m \) authors and \( k \) words can be combined to a third matrix of \( n \) documents versus \((m + k)\) variables.

\[
\begin{array}{cccc}
\text{au} & \text{au} & \ldots & \text{au} \\
\text{doc}1 & a_{11} & a_{21} & \ldots & a_{m1} \\
\text{doc}2 & a_{12} & \ldots & \ldots & \ldots \\
\text{doc}3 & \ldots & \ldots & \ldots & \ldots \\
\text{\ldots} & \text{\ldots} & \text{\ldots} & \text{\ldots} & \text{\ldots} \\
\text{doc}n & a_{1n} & \ldots & \ldots & a_{mn} \\
\end{array}
+ 
\begin{array}{cccc}
\text{wi} & \text{wi} & \ldots & \text{wi} \\
\text{doc}1 & b_{11} & b_{21} & \ldots & b_{m1} \\
\text{doc}2 & b_{12} & \ldots & \ldots & \ldots \\
\text{doc}3 & \ldots & \ldots & \ldots & \ldots \\
\text{\ldots} & \text{\ldots} & \text{\ldots} & \text{\ldots} & \text{\ldots} \\
\text{doc}n & b_{1n} & \ldots & \ldots & b_{mn} \\
\end{array}
= 
\begin{array}{cccc}
\text{vi} & \text{vi} & \ldots & \text{vi} \\
\text{doc}1 & c_{11} & c_{21} & \ldots & c_{(m+k)1} \\
\text{doc}2 & c_{12} & \ldots & \ldots & \ldots \\
\text{doc}3 & \ldots & \ldots & \ldots & \ldots \\
\text{\ldots} & \text{\ldots} & \text{\ldots} & \text{\ldots} & \text{\ldots} \\
\text{doc}n & c_{1n} & \ldots & \ldots & c_{(m+k)n} \\
\end{array}
\]

The various data matrices are all subjected to the same procedures. First, we factor-analyze them in SPSS (v. 15) using Varimax rotation and choosing three factors for the extraction. Figure 3 provides an illustration of the three-factor matrix for the 48 title words mentioned above.

Each rotated component matrix contains three main (column) dimensions, and a number of variables (e.g., 48 in the above example) in the rows. The three dimensions can be considered as the orthogonal dimensions of a probability distribution. Using the rotated component matrix one can compute \( \mu^* \) (or \( Q \)) and \( I_{AB\rightarrow AC:BC} \), and therefore \( R \) as the bias of the model. Note that the variables generate interactions by relating to the dimensions in terms of factor loadings.
Figure 3. Forty-eight title words in rotated vector space [29].

In order to assess the data in terms of information theory, I subsequently bin the continuous data of the rotated factor matrix—with values between –1.0 and +1.0—in ten bins of 0.2. Because this is done in three dimensions, we operate on a probability distribution with $10^3$ cell values. This transformation into discrete data can be expected to generate another source of error. However, we develop our reasoning into empirical studies using bibliometric data. The various measures ($I$, $R$, and $\mu^*$) then can be appreciated in the bibliometrically informed analysis.

As data, I use two document sets with which I am familiar from other research efforts [29,30]. The first dataset contains all 102 publications in the journal *Social Networks* in the period 2002–2008, downloaded at the *Web of Science* of the Institute of Scientific Information (ISI) on July 9, 2009. This set contains 398 cited references. Among the 183 (co-)authors we use the 24 authors who contributed more than once to the dataset, and we used the 43 (non-trivial) title words occurring more than twice.

The second dataset consists of 154 citable items (articles, reviews, letters, and proceedings papers) with publication years 2004 to 2008 in the journal *Social Studies of Science*. This data was downloaded on August 25, 2009. It contains 9,677 references, and the papers are authored by 201 (co-)authors of whom only ten contribute more than once. Of the 789 non-trivial title words, 72 occur more than twice and are included in the analysis.

6. Results

In both journals, the networks of authors and co-authors are composed of dyads and triads, and perhaps even larger groups of coauthors. Only recurrent authors can function as articulation points in the formation of a network. In the case of *Social Networks* there are 24 such authors; in the case of *Social Studies of Science*, ten authors publish more than once.

Figure 4 shows the social network of triadic or higher-order coauthorship relations in the case of *Social Studies of Science*. (Dyadic relations and isolates are not depicted because they would overload the visualization.) The larger-sized nodes indicate five (among the ten) authors with more than a single
publication in the set. The obvious lack of a large component in this social network (in terms of coauthorship relations in scientific publications) already indicates that networks of scholarly communication are organized not as social networks, but rather intellectually, for example, in terms of references and title words.

**Figure 4.** Triads and higher-order coauthorship patterns in *Social Studies of Science* (2004–2008).

Title words in intellectually coherent sets can be used for the construction of semantic maps. Figure 5 provides such a cosine-normalized [31] map of the 43 title words used in the analysis of *Social Networks* (2006–2008).

In this case, the use of the $k$-core algorithm in Pajek enables us to visualize, for example, a cluster of title words focusing on exponential random graph models [33]. This cluster is more related to the word “social” than to “network” given this algorithm. Note that the possibility of generating a meaningful semantic map upon visual inspection cannot yet validate the presence of analytical structures since network visualizations are more flexible than analytical.
Figure 5. Cosine-normalized network among the 43 title words occurring more than twice in the document set of Social Networks (2006–2008); cosine ≥ 0.2. The size of the nodes is proportionate to the logarithm of the frequency of occurrence; the width of lines is proportionate to the cosine values; colors are based on the k-core algorithm; layout is based on energy minimization in a system of springs [32].

In other words, maps based on cited references—this is also called bibliographic coupling [35]—enable us to visualize the knowledge base in terms of which the authors of the documents in the set warrant their arguments. In this case, this set of references is tightly connected (cosine ≥ 0.5). In the case of Social Studies of Science, 9,677 references were included, indicating that in the qualitative and humanities-oriented tradition in sociology, references have a very different function: one can refer both to the texts under study and to studies relevant to a given approach [36,37].

Cited references are more highly codified than title words in scholarly discourse or, in other words, words are more fluid than references [34]. The journals and books used in references can form a tight network if the set is intellectually organized. The same set as in Figure 5, for example, can be used to draw Figure 6 on the basis of 395 of the 398 references connected to one another at the level of cosine ≥ 0.5.
Figure 6. Map based on bibliographic coupling of 395 references in the 102 articles from *Social Networks*; cosine $\geq 0.5$ [30]. For the sake of readability a selection of 136 nodes (for the partitions $4 \leq k \leq 10$) is indicated with legends.


Figure 7 provides the results of the analysis of the (Shannon-type) interaction information among the three main components and remaining redundancy measured in terms of mutual information among these three dimensions. As can be expected on the basis of Figure 4, the network among the authors contains no second-order structure (the left-most bar in Figure 7). The redundancy generated by the factor model is negative in this case, and no interaction information is generated. The title words contain structure, as can be represented in a semantic map (Figure 7, second bar). However, this structure contains no interaction information; it remains historically volatile.

Bibliographic coupling in terms of titles of journals and books provides both structure in the model and interaction information. If one combines title words and author names as variables, both interaction information and remaining redundancy are considerably enhanced. This structure, however, is different from the one obtained by using the references as variables. Combining the three types of variables (words, authors, references; the right-most bar in Figure 7) does not lead to any improvement. The historical generation of interaction information remains (with the arrow of time), but the remaining redundancy becomes negative so that the assumed three-factor model can no longer account for the complexity observable in the empirical data.
Figure 7. Interaction information \( (I_{ABC} \rightarrow AB:AC:BC) \) and remaining redundancy \( (-\mu^* \text{ or } Q) \) among the three main components in different dimensions and combinations of dimensions on the basis of Social Networks (2006–2008).


Figure 8 shows, analogously to Figure 7 and in accordance with the expectation, that the (co-)author network also in this case does not contain anticipatory structure and no interaction information among the main components is generated. If one focuses on the ten recurrent authors, the situation becomes even worse because these authors did not co-author among themselves.

In this case of a qualitative and humanities-oriented journal, the words themselves can be considered as the carriers of codification. The structure among the meaningful title words generates both interaction information and redundancy. When the ten significant author names are added to this set, the interaction information in the historical basis is reinforced to the detriment of remaining redundancy. However, the total redundancy \( R \) is not enlarged.
7. Discussion and Conclusions

I have argued that the two options of interaction information—McGill’s [15] algebraic and Krippendorff’s [1] iterative approach—refer to two different contexts. The historical system containing three or more subdynamics can be expected while developing to generate all possible forms of Shannon-type information, including higher-order interaction information which cannot be reduced to lower-level (e.g., binary) interactions. This interaction information can be measured using Krippendorff’s iterative algorithm specifying the maximum entropies of the distributions and their possible combinations. The algebraic approach, however, refers to a model that assumes independence among the probability distributions and therefore generates error when the distributions are not independent.

The model could first be considered as entertained by an external observer. The bias introduced by the model can be considered as expectations which can be compared with the measurement using the iterative approach. \( Q \) (or \( \mu^* \)) measures the difference between the two. The situation changes conceptually if the observer is not external to the system, but contained in it as a second-order observer. The external observer can then be considered as a super-observer [28], while the model entertained by the system reflexively follows the development of the system as an internal observer [38]. An observing system observes on the basis of entertaining a model. A system which entertains a model of itself can be considered as an anticipatory system [6,7], but the total system containing an observational model, can again be observed externally, for example, by an analyst as a super-observer.
The model is instantiated within the system by the observation at the locus of the embedded observer. Whereas this observer is embedded and therefore observes incursively, the model can be considered as analytical and operates hyper-incursively. It makes possible future states available to the system at the locus of observation. Since this feedback from a future state operates against the arrow of time, the second law is locally inverted. The modeled system, however, realizes $I$, and the difference can be measured as remaining redundancy ($R - I$) or remaining uncertainty ($I - R$). If $I > R$, the model is not able to process the complexity in the modeled system, and one cannot expect self-organization of an anticipatory layer to be preserved by the hypothesized dimensions. I illustrated this with examples of intellectual organization in textual domains.

In the empirical cases, the fruitfulness of the approach for understanding the relations between textual, social, and intellectual organization among scholarly communications was shown. In the case of a specialty with a focus on formalization, represented here by publications in the journal Social Networks, the relations among authors at the level of the social network tended to remain incidents and could not carry the intellectual system. The social relations are too uncertain for using a three-factor model. Words, however, can be used for the specification of a model as manifested in the semantic map.

Title words and their co-occurrences are not yet anchored in the historical development of the system—operationalized as $I$—whereas cited references are [34,39]. The combination of title words and main authors, however, provided a codification which can operate historically, and, in this case, even more so than cited references. Furthermore, the cited references showed a structural dynamic different from the combinations of title words and (co-)author relationships: the two dynamics did not reinforce each other.

In the case of Social Studies of Science, a more humanities-oriented approach in the social sciences is archived. This first leads to an overwhelming number of references which cannot be expected to represent intellectual codification at the field level. In this case, title words and their co-occurrences could be shown to perform this function: both interaction information and remaining redundancy could be retrieved. The addition of the otherwise loose network among authors did not affect the redundancy $R$ specified by the model, but the relative contribution of the realization of interaction information was larger. The author names help to anchor the intellectual organization which is manifested by title words and their co-occurrences, but this addition does not reinforce the structure already present in the semantic map.

In summary, I have wished to show how the intellectual organization of a specialty remains a model that feeds back as a possible set of realizations on the events that occur historically as textual organization or social networks among authors. The intellectual organization is not given, but constructed behind the backs of the constructors as an outcome of the interactions among them and their textual tools such as words and references. The model—the intellectual organization—remains in the sphere of anticipations or, in Husserl’s [40] terms, as cogitata. The realizations are historical and can be expected to generate Shannon entropy. The communication of meaning, however, can leave an imprint as a measurable redundancy or uncertainty depending on the sign of the difference.
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8. The following steps are included in the derivation:
   \[ x_t = ax_{t+1}(1-x_{t+1}) \]
   \[ x_t = ax_{t+1} - ax_{t+1}^2 \]
   \[ ax_{t+1}^2 - ax_{t+1} + x_t = 0 \]
   \[ x_{t+1}^2 - x_{t+1} + x_t / a = 0 \]
9. The steady state can be found by solving \( x_t = x_{t+1} \) as follows:
   \[ x = ax / (1 + ax) \]
   \[ x(1 + ax) = ax \]
   \[ ax^2 + (1-a)x = 0 \]
   \[ x = 0 \lor x = (a-1)/a \]
12. The second law of thermodynamics holds equally for probabilistic entropy, since \( S = k_B H \) and \( k_B \) is a constant (the Boltzmann constant). The development of \( S \) over time is a function of the development of \( H \), and vice versa.
25. The factor model is generated in terms of independent dimensions among the cases; this independence can be measured in terms of factor scores.
26. Unlike principal component analysis—which essentially rewrites the variation in the matrix—factor analysis assumes the specification of a model.
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