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□ The c-congestion period, defined as a time interval in which the number of customers is larger than c all the time, is a key quantity in the design of communication networks. Particularly in the setting of M/M/∞ systems, the analysis of the duration of the congestion period, Dc, has attracted substantial attention; related quantities have been studied as well, such as the total area Ac above c, and the number of arrived customers Nc during a congestion period. Laplace transforms of these three random variables being known, as well as explicit formulae for their moments, this article addresses the corresponding tail asymptotics. Our work addresses the following topics. In the so-called many-flows scaling, we show that the tail asymptotics are essentially exponential in the scaling parameter. The proof techniques stem from large-deviations theory; we also identify the most likely way in which the event under consideration occurs. In the same scaling, we approximate the model by its Gaussian counterpart. Specializing to our specific model, we show that the (fairly abstract) sample-path large-deviations theorem for Gaussian processes, viz. the generalized version of Schilder’s theorem, can be written in a considerably more explicit way. Relying on this result, we derive the tail asymptotics for the Gaussian counterpart. Then we use change-of-measure arguments to find upper bounds, uniform in the model parameters, on the probabilities of interest. These change-of-measures are applied to devise a number of important sampling schemes, for fast simulation of rare-event probabilities. They turn out to yield a substantial speed-up in simulation effort, compared to naïve, direct simulations.
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1. INTRODUCTION

Despite all research devoted to the M/M/∞ queue, this fundamental queueing system continues to pose new challenges. In this article, we study its so-called c-congestion period, which is defined as a consecutive period in which the number of customers is larger than c. Clearly, knowledge of the probabilistic characteristics of this c-congestion period is useful in several applications, for instance, when designing circuit-switched communication networks, but notably also in packet-based networks\cite{25}. Apart from its duration \( D_c \) (in time), other interesting quantities related to the c-congestion period are: the number of customers \( N_c \) that have arrived, as well as the total amount \( A_c \) of work in excess of level c (which is often referred to as the “area above c”) during the c-congestion period.

The congestion period has been the subject of several detailed studies. The seminal article by Guillemin and Simonian\cite{14} presents closed-form expressions for the means of \( D_c \), \( N_c \), and \( A_c \), but, more importantly, also obtained the Laplace transforms (LTs) of these quantities (expressed in terms of special functions) (see also Ref.\cite{12}). They also introduce a scaling under which the M/M/∞ system actually tends to an M/M/1 system. Preater\cite{19,20} found an alternative, elegant derivation of the LTs, and interestingly, this new approach enabled him to also derive their joint LT. Roijers et al.\cite{22} presented iterative relations for the moments of \( D_c \), \( N_c \), and \( A_c \), that is, they expressed these moments for the \((c-1)\)-congestion period in terms of those for the c-congestion period. Then the resulting recursions were explicitly solved; in this approach Preater’s result on the joint LT of the quantities played a crucial role, as in the recursions also “mixed expectations” appear (i.e., terms of the type \( \mathbb{E}(D_c N_c) \)). Progress on systems with heterogeneous servers has been reported recently in Tsybakov\cite{24}.

Procedures for determining the moments of the quantities \( D_c \), \( N_c \), and \( A_c \) being known, strikingly little is known about the tail probabilities \( \mathbb{P}(D_c > x) \), \( \mathbb{P}(A_c > x) \), and \( \mathbb{P}(N_c > x) \). By majorizing the M/M/∞ queue by an appropriate M/M/1 queue, cf. Refs.\cite{14,19}, upper bounds on the tails can be derived relatively easily, but it is not a priori clear how tight these bounds are. We also mention here a related result by Guillemin and Pinchon\cite{13} on the area of a busy period of an M/M/1 queue, stating that its tail distribution decays essentially in a Weibullian way.

1.1. Contribution

The goal of this article is to shed light on the tail probabilities \( \mathbb{P}(D_c > x) \), \( \mathbb{P}(A_c > x) \), and \( \mathbb{P}(N_c > x) \). In more detail, the contributions are as follows.
1.1.1. Asymptotics under Many-Flows Scaling

We scale the arrival rate $\Lambda$ by a parameter $n$, i.e., we let $\Lambda \equiv n\lambda$, but leave the mean service time $\mu^{-1}$ unchanged, so that the system load becomes $\rho = ng$, where $g := \lambda/\mu$. Starting a congestion period at level $c \equiv nc$, our aim is to find the asymptotics of the probabilities $P(D_{nc} > x)$, $P(A_{nc} > nx)$, and $P(N_{nc} > nx)$, for $n$ large and $x > 0$ given. We succeed in doing so by using sample-path large-deviations techniques, relying predominantly on the theory developed in Ref.\cite{23}. It turns out that the probability $P(D_{nc} > x)$ decays roughly exponentially in $n$ (that is, we show that $-n^{-1} \cdot \log P(D_{nc} > x)$ tends to a positive, finite limit); analogous results hold for $P(A_{nc} > nx)$ and $P(N_{nc} > nx)$. Assuming that $c > g$ (which we shall do throughout the article), we explicitly identify the corresponding decay rates. As a by-product, we also identify the most likely path, which is essentially the most probable way in which the events under consideration occur: given that the rare event happens, then with overwhelming probability it does so via a path in the direct neighborhood of the most likely path. Clearly, the many-flows scaling is particularly suitable for systems with a considerable level of multiplexing.

1.1.2. Asymptotics of the Gaussian Counterpart

We approximate the $M/M/\infty$-model under the many-flows scaling by an appropriate Gaussian process, the so-called Gaussian counterpart of the $M/M/\infty$ system; for further background on this type of approximation see\cite{1,11} (section 2). We argue that this counterpart is the so-called integrated Ornstein-Uhlenbeck (iOU) model\cite{15}. Now we can analyze the rare events under consideration by applying sample-path large deviations results, viz. the generalized version of Schilder’s theorem\cite{2,7,15}. Owing to the fact that the iOU process has a well-defined rate process (unlike, for instance, fractional Brownian motion), the corresponding large-deviations rate function can be expressed in a considerably more explicit way than in the standard version of the generalized version of Schilder’s theorem.

Relying on this explicit sample-path large-deviations result, we determine the tail asymptotics of $P(D_{nc} > x)$ and $P(A_{nc} > nx)$ for $n$ large for the Gaussian counterpart; the quantity $N_{nc}$ does not have a meaningful Gaussian counterpart. As could be expected, these Gaussian asymptotics become increasingly accurate when $c$ approaches $g$ from above, that is, in a heavy-traffic setting. Again, we also find the corresponding most likely paths.

1.1.3. Uniform Bounds

All results mentioned above relate to the $M/M/\infty$ model under the many-flows scaling, and are in terms of (relatively crude) asymptotics.
For practical purposes, however, it would be helpful to have bounds—particularly upper bounds—on the probabilities of interest, that are valid for all parameter settings (i.e., not just in an asymptotic regime). Using change-of-measure arguments, and relying on the celebrated Chernoff bound, we are able to derive such uniform upper bounds; these are in closed form.

1.1.4. Importance Sampling Algorithms

It is clear that estimating the probabilities \( P(D_c > x), P(A_c > x), \) and \( P(N_c > x) \) by direct, naïve simulation is inherently difficult, particularly for large \( x \), because of the rarity of the event under consideration. This motivates the search for “fast-simulation” techniques\(^6\). The change-of-measures, mentioned above in the context of the uniform bounds, suggest parameters that can be used in importance-sampling procedures. In a numerical study, we compare the estimates (as obtained under the many-flows scaling), as well as the uniform upper bounds, with results obtained from importance-sampling-based simulations. The importance-sampling schemes turn out to yield a substantial speed-up compared to direct, naïve simulations. They are very useful for practical purposes, as the uniform upper bounds tend to overestimate the probabilities of interest.

1.2. Outline

Section 2 introduces the model, i.e., the M/M/\( \infty \) queue, the \( c \)-congestion period, and formally defines the quantities of interest, i.e., \( D_c, N_c, \) and \( A_c \). In section 3, we present the analysis of the tail probabilities under the many-flows scaling, whereas section 4, addresses the Gaussian counterpart. Where sections 3 and 4 present logarithmic asymptotics of the scaled model, in section 5 we establish uniform, closed-form (upper) bounds on the probabilities of interest. Further, this section also describes change-of-measures that can be used in importance-sampling-based simulation schemes. In section 6, we numerically evaluate the decay rates of sections 3 and 4, and compare these with the uniform bounds, as well as with simulation results (obtained by the importance-sampling procedure sketched in section 5). Section 7 concludes.

2. MODEL AND PRELIMINARIES

2.1. Model

We consider a resource at which flows arrive according to a Poisson process with intensity \( \Lambda \), and at which the jobs stay for an exponentially distributed time with mean \( \mu^{-1} \). We are thus in the setting of the
(classical) M/M/∞ model. The following properties are well-known: (i) in stationarity the number of trunks occupied has a Poisson distribution with mean $p := \Lambda / \mu$; (ii) the number of arriving flows in an interval of length $t$ is Poisson distributed with mean $\Lambda t$, and each of them has arrived on an epoch uniformly distributed over the interval $[0, t]$, independently of the other arrivals.

### 2.2. Congestion Periods

Let us now define the key quantities studied in this article. To this end, we first need some additional notations. First, let $X(t)$ denote the number of flows present at time $t$; $X(\cdot)$ constitutes a continuous-time Markov chain on $\{0, 1, \ldots\}$, with upward transition rate $\lambda$, and downward transition rate $k\mu$. $A(t)$ is the defined as the work generated by the flows in the interval $[0, t]$, which is essentially the integral of $X(\cdot)$:

$$A(t) := \int_0^t X(s) \, ds.$$

In this article we also need the discrete-time embedding of the above-described continuous-time process. We let $Y_m$ be the number of flows present after $m$ jumps, where a jump is an arrival or departure. It is clear that $(Y_m)_{m \in \mathbb{N}}$ is a discrete-time Markov chain, with upward transition probability $\lambda / (\lambda + k\mu)$ and downward transition probability $k\mu / (\lambda + k\mu)$ (from state $k$).

A first observation is that the process $A(t)$ is rather convenient to work with, owing to its nice structure. In particular, using elementary arguments and relying on properties (i) and (ii) mentioned above, it can be verified that, for $\vartheta < \mu$,

$$\log \mathbb{E}(e^{\vartheta A(t)} | X(0) = c + 1) = (c + 1) \log \left( \frac{\mu}{\mu - \vartheta} - \frac{\vartheta}{\mu - \vartheta} e^{-(\mu - \vartheta)t} \right) + \frac{\Lambda t \vartheta}{\mu - \vartheta} - \frac{\Lambda \vartheta}{(\mu - \vartheta)^2} (1 - e^{-(\mu - \vartheta)t}).$$

(1)

It is clear that $A(t)$ is smaller than the amount of work that has arrived in $[0, t]$ when the full flow would have been “injected” instantaneously. This reasoning yields that

$$\log \mathbb{E}(e^{\vartheta A(t)} | X(0) = c + 1) \leq (c + 1) \log \left( \frac{\mu}{\mu - \vartheta} \right) + \frac{\Lambda t \vartheta}{\mu - \vartheta}.$$

(2)
which is in agreement with (1). More specifically, it is readily checked that
$$\mathbb{E} A(t) = pt$$ and
$$\text{Var} A(t) = \frac{2\Lambda}{\mu^3} \left( t\mu - 1 + e^{-t}\mu \right).$$ \hfill (3)

This article studies the tail behavior of the following three random variables:

\begin{align*}
D_c & := \inf \{ t \geq 0 : X(t) = c | X(0) = c + 1 \}; \\
A_c & := (A(D_c) - cD_c | X(0) = c + 1); \\
N_c & := \frac{1}{2} \inf \{ m \in \mathbb{N} : Y_m = c | Y_0 = c + 1 \} - \frac{1}{2}.
\end{align*}

We refer to $D_c$ as the duration of the congestion period above level $c$. $A_c$ can be interpreted as a proxy for the amount of traffic lost during a congestion period (in systems in which the number of lines is truncated at $c$); informally, this is the area under the graph of $X(s) - cs$ during a congestion period. Furthermore, it is readily verified that $N_c$ corresponds to the number of arrivals during a congestion period (which equals the number of departures during a congestion period, decreased by 1). We assume throughout that $p < c$.

We recall that the LT’s of the distributions of $D_c$, $A_c$, and $N_c$ were found by Guillemin and Simonian\cite{14} in terms of special functions, whereas Preater\cite{19} elegantly derived their joint LT. Roijers et al.\cite{22} found explicit expressions for expected values and variances of $D_c$, $A_c$, and $N_c$, and their covariances.

### 2.3. Performance Measures

As an alternative to deriving the distribution functions of $D_c$, $A_c$, and $N_c$ from the Laplace transforms, we apply a scaling that allows explicit asymptotic analysis. In this scaling, one identifies $\Lambda \equiv n\lambda$, and $c \equiv nc$, where $n$ is large; likewise $p \equiv ng$. We can equivalently write that the total traffic arrival process $A^n(t)$ corresponds to the sum of $n$ independent and identically distributed arrival processes, each distributed as the process $A(t)$ introduced above, but with $\Lambda$ replaced by $\lambda$, and $c$ replaced by $c$. Similarly, $X^n(t)$ is defined as the aggregate rate process, and $(Y^n_m)_{m \in \mathbb{N}}$ as the aggregate rate at jump epochs.

A first goal of this article is to asymptotically characterize the probabilities $\mathbb{P}(D_{nc} > x)$, $\mathbb{P}(A_{nc} > nx)$, and $\mathbb{P}(N_{nc} > nx)$, for $n$ large. The scaling applied is usually referred to as the “many-flows scaling”\cite{4,9,15}, and is particularly appropriate if the level of multiplexing is reasonably large. We recall that it is assumed that $c > g$, so that the events under
consideration are increasingly rare when \( n \) grows large. In this article, we rely on large-deviations theory to show that the above probabilities decay essentially exponentially in \( n \), and to explicitly determine the corresponding exponential decay rates, i.e., for \( x > 0 \),

\[
\delta(x) := \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(D_n > x),
\]

and likewise also the decay rate corresponding to a large area, for \( x > 0 \),

\[
\alpha(x) := \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(A_n > nx),
\]

and the decay rate corresponding to many arriving flows per congestion period, for \( x > 0 \),

\[
\nu(x) := \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(N_n > nx).
\]

### 3. LARGE DEVIATIONS ANALYSIS OF CONGESTION PERIOD

In this section, we consider the M/M/\( \infty \) model under the many-flows scaling that was described above, and apply sample-path large deviations to compute the decay rates (\( n \) large) of \( \mathbb{P}(D_n > x) \), \( \mathbb{P}(A_n > nx) \), and \( \mathbb{P}(N_n > nx) \). In the first subsection, we review the main results for sample-path large deviations of Markovian systems. Then we subsequently determine the decay rates \( \delta(x) \), \( \alpha(x) \), and \( \nu(x) \).

#### 3.1. Sample-Path Large-Deviations Theory

In our exposition, we rely extensively on the framework presented in Shwartz and Weiss\[23\]. In this framework a crucial role is played by the local rate function. In case of the M/M/\( \infty \) process, this function is defined as

\[
I_x(u) := \sup_\delta \left( \partial u - \lambda(e^\delta - 1) - \mu x(e^{-\delta} - 1) \right).
\]

In fact, the local rate function measures the “cost” of moving in direction \( u \), when the (scaled) process is in state \( x \), in the following sense. Suppose \( x \) flows are present. Then the position of the scaled process \( X^\varepsilon(\cdot)/n \) after \( \varepsilon \) time units (\( \varepsilon \) small) is, in expectation, roughly \( x + (\lambda - \mu x)\varepsilon \), and hence the “most likely” derivative of moving is \( u(x) := \lambda - \mu x \). Indeed, it is verified that \( I_x(u(x)) = 0 \); there is no “cost” involved in moving into this most likely direction. It is checked that any other direction yields strictly positive costs. We further remark that the function \( I_x(u) \) can be calculated explicitly (the first-order condition being a
quadratic equation), but this is, for the purposes of the present article, not necessary.

Having the local rate function at our disposal, we can define the action functional. Informally, this action functional $\mathbb{I}(f)$ represents the “cost” of the scaled process $X^n(\cdot)/n$ following a path $f(\cdot)$:

$$\mathbb{I}(f) := \int_{-\infty}^{\infty} I_{f(s)}(f'(s)) ds$$

It is a matter of elementary calculus to check that, considering just the time after time 0, the path $\varphi(s) := \varrho + (\varphi_0 - \varrho)e^{-\mu s}$ (for some $\varphi_0 > 0$) yields cost 0: as $\varphi'(s) = \lambda - \varphi_0 \mu e^{-\mu s}$,$$
\mathbb{I}(\varphi) = \int_{0}^{\infty} \sup_{\vartheta} (\vartheta(\lambda - \varphi_0 \mu) e^{-\mu s} - \lambda(e^\vartheta - 1) - (\lambda + (\varphi_0 \mu - \lambda)e^{-\mu s})(e^{-\vartheta} - 1))ds = 0.
$$

This answer makes sense, as this path is essentially the “average path” starting at $\varphi_0$ at time 0 to the system’s equilibrium value $\varrho$.

Using this framework, the following sample-path large-deviations principle can be stated:

$$\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left(\frac{1}{n} X^n(\cdot) \in \mathcal{F}\right) = - \inf_{f \in \mathcal{F}} \mathbb{I}(f). \quad (4)$$

Informally, one find the most likely path $f$ in the set $\mathcal{F}$, say $f^*$; given that the event $\{X^n(\cdot)/n \in \mathcal{F}\}$ occurs, the realization will be close to $f^*$.

Intentionally, (4) has been stated in a slightly imprecise way: in fact one has two inequalities, respectively, for open and closed sets (in the path space). These issues are not crucial in the scope of the present article, and we refer to Ref.\cite{23} for these and related details.

In discrete time, i.e., for the process $Y^n_m$, a similar framework can be set up, see, for instance, Bucklew\cite{5}. Then the local rate function is given by

$$f_\epsilon(u) := \sup_{\vartheta} \left( \vartheta u - \log \left( \frac{\lambda}{\lambda + \mu x} e^{\vartheta} + \frac{\mu x}{\lambda + \mu x} e^{-\vartheta} \right) \right).$$

Again, this function can be evaluated in a more explicit manner, but we will refrain from doing this. Similar to before, we can define the action functional as

$$\mathbb{I}(f) := \int_{-\infty}^{\infty} I_{f(s)}(f'(s)) ds.$$
Again, we have a sample-path, large-deviations principle:

$$\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left( \frac{1}{n} Y^n(\cdot) \in \mathcal{S} \right) = -\inf_{f \in \mathcal{J}} \mathcal{I}(f).$$  \hfill (5)

### 3.2. Congestion Period

We cast our problem of identifying the decay rate of $\mathbb{P}(D_n > x)$ into the large-deviations framework of the previous subsection. Immediately from the sample-path, large-deviations result (4), we have that

$$\mathcal{L}_\delta(x) = -\inf_{f \in \mathcal{D}} \mathcal{I}(f),$$

with $\mathcal{D} := \{ f \mid \forall s \in [0, x] : f(s) \geq c, f(0) = c \}$. Heuristically reasoning, as we are looking for the “cheapest” path in $\mathcal{D}$, it cannot be that the optimal path is such that $f(x) > c$, as otherwise even a longer congestion period could be obtained “for free”. Based on this argumentation, it is seen that $\inf_{f \in \mathcal{D}} \mathcal{I}(f) = \inf_{f \in \overline{\mathcal{D}}} \mathcal{I}(f)$, with

$$\overline{\mathcal{D}} := \{ f \mid \forall s \in [0, x] : f(s) \geq c, f(0) = f(x) = c \}.$$

Therefore we further study the following variational problem:

$$\delta(x) = -\inf_{f \in \mathcal{D}} \int_0^x I(f(s)) \, ds.$$

**Proposition 3.2.1.** For $x \geq 0$,

$$\delta(x) = -x \delta^*; \quad \delta^* := \left( \sqrt{\lambda} - \sqrt{\mu c} \right)^2.$$  

**Proof.** We prove this result by subsequently establishing an upper bound and a lower bound. Define the path $f_c$ through $f_c(s) = c$ for all $s \in [0, x]$. As $f_c \in \overline{\mathcal{D}}$, it follows that

$$\delta(x) \geq -\mathcal{I}(f_c) = -x \sup_{\vartheta} \left( -\lambda(e^{\vartheta} - 1) - \mu c(e^{-\vartheta} - 1) \right)$$

$$= -x(\lambda - 2\sqrt{\lambda \mu c} + \mu c) = -x\left( \sqrt{\lambda} - \sqrt{\mu c} \right)^2;$$

the optimizing $\vartheta$ equals $\vartheta^* := \frac{1}{2} \log(\mu c/\lambda) = \frac{1}{2} \log(c/g) > 0$. Hence we have proven the lower bound. On the other hand,

$$\delta(x) \leq -\inf_{f \in \mathcal{D}} \int_0^x \left( \delta^* f'(s) - \lambda(e^{\delta^*} - 1) - \mu f(s)(e^{-\delta^*} - 1) \right) ds$$

$$\overset{(i)}{=} \sup_{f \in \mathcal{D}} \int_0^x \left( \lambda(e^{\delta^*} - 1) + \mu f(s)(e^{-\delta^*} - 1) \right) ds.$$
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\[
\sup_{f \in \mathcal{F}} \int_0^x \left( \sqrt{\lambda \mu c} - \lambda + f(s) \sqrt{\frac{\lambda \mu}{c}} - \mu f(s) \right) ds 
\]

\[
\leq \int_0^x \left( \sqrt{\lambda \mu c} - \lambda + \sqrt{\frac{\lambda \mu}{c}} - \mu \right) ds = -\sqrt{\lambda - \sqrt{\lambda \mu c}}^2,
\]

recalling for (i) that \( f(0) = f(x) = c \) for all \( f \in \mathcal{F} \), and for (ii) Lemma A.1 (to be found in the Appendix). This yields the upper bound: all \( f \in \mathcal{F} \) yield at most decay rate \(-x\delta^*\), as desired. \( \square \)

**Remark 3.2.1.** Also Ref.[23] (section 13.5.6) focuses on congestion periods, albeit with a slightly different definition. They consider the random variable

\[ B_c := \sup \{ t \geq 0 : A(t) \geq ct \mid X(0) = c + 1 \}. \]

Again invoking the sample-path, large-deviations result (4), the decay rate of \( \mathbb{P}(B_c > x) \) can be rewritten as \(-\inf_{f \in \mathcal{B}} \Pi(f) \), where

\[ \mathcal{B} := \left\{ f \mid \forall s \in [0, x] : \int_0^s f(r)dr \geq cs, f(0) = c \right\}. \]

In Ref.[23] (equation (13.65)) it is claimed that this decay rate equals \(-x\delta^*\), i.e., \( \delta(x) \). This, however, seems an error, and the correct decay rate should be\[^{17}\]

\[ -\sup_{\vartheta} \left( \vartheta cx - c \log \varphi(\vartheta, x) - \psi(\vartheta, x) \right), \tag{6} \]

where, cf. (1),

\[
\varphi(\vartheta, t) := \frac{\mu}{\mu - \vartheta} - \frac{\vartheta}{\mu - \vartheta} e^{-t(\vartheta - \mu)};
\]

\[
\psi(\vartheta, t) := \frac{\lambda t \vartheta}{\mu - \vartheta} - \frac{\lambda \vartheta}{\mu - \vartheta} (1 - e^{-t(\vartheta - \mu)}). \tag{7}
\]

The proof is based on the fact that it turns out that the most likely path in

\[ \overline{\mathcal{B}} := \left\{ f \mid \int_0^x f(s)ds \geq cx, f(0) = c \right\} \]

lies in \( \mathcal{B} \); notice that \( \overline{\mathcal{B}} \supseteq \mathcal{B} \). It is a direct implication of Cramér’s theorem that the decay rate of the optimal path in \( \mathcal{B} \) indeed equals (6). Hence, the decay rate of \( \mathbb{P}(B_c > x) \) is (6), which is larger than \(-x\delta^*\). In other
words: the event is less rare than suggested by Ref.\textsuperscript{[23]} (equation (13.65)); there is a cheaper path than $f_c(\cdot)$, namely, a path that is strictly larger than $c$ on $(0, x)$. For additional details, we refer to Case 3 in Theorem 3.1 in Ref.\textsuperscript{[17]}.

### 3.3. Area

We now turn our attention to the tail asymptotics of the area $A_{\infty}$. Again, applying the sample-path, large-deviations result (4), we obtain

$$x(x) = -\inf_{f \in \mathcal{A}} \mathcal{I}(f),$$

where $\mathcal{A}$ is the set of paths that lead to an area of at least $x$:

$$\mathcal{A} := \{ f \mid \exists t > 0 : \int_0^t f(s) ds \geq x + ct, \forall s \in [0, t] : f(s) \geq c, f(0) = c \}.$$  

In the following lemma, we prove that the set $\overline{\mathcal{A}}$, given by

$$\overline{\mathcal{A}} := \{ f \mid \exists t > 0 : \int_0^t f(s) ds \geq x + ct, f(0) = c \},$$

which is evidently larger than $\mathcal{A}$, contains the optimal path in $\mathcal{A}$.

**Lemma 3.3.1.** The following identity holds:

$$\inf_{f \in \mathcal{A}} \mathcal{I}(f) = \inf_{f \in \overline{\mathcal{A}}} \mathcal{I}(f).$$

**Proof.** As mentioned above, $\mathcal{A} \subseteq \overline{\mathcal{A}}$. Hence, in order to prove the stated, it suffices to show that the minimizer in the larger set, $\overline{\mathcal{A}}$, is element of the smaller set, $\mathcal{A}$.

This follows directly from a reasoning analogous to section 13.2 of Ref.\textsuperscript{[23]}. To this end, first observe that

$$\inf_{f \in \overline{\mathcal{A}}} \mathcal{I}(f) = \inf_{t > 0} \inf_{f \in \overline{\mathcal{A}}_t} \mathcal{I}(f),$$

where $\overline{\mathcal{A}}_t := \{ f \mid \exists t > 0 : \int_0^t f(s) ds \geq x + ct, f(0) = c \}$.

For a model intimately related to our M/M/$\infty$ model (viz. the model with exponential on-off sources)\textsuperscript{[23]} identifies, using calculus-of-variations techniques, the optimizing $t^*$, as well as the corresponding most likely path $f^*$ in $\overline{\mathcal{A}}_t$. This path $f^*$ turns out to be a symmetric hyperbolic cosine, i.e., $t^*$ is such that $f^*(0) = f^*(t^*) = c$, $f^*(s) > c$ for all $s \in (0, t^*)$, and

$$\int_0^{t^*} f^*(s) ds = x + ct^*.$$
Mimicking the analysis in Ref.\cite{ref23}, it is elementary to check that the same properties hold for the M/M/\(\infty\) model. This implies that \(f^* \in \mathcal{A}\), which proves the stated. \(\square\)

We have reduced the problem of finding \(z(x)\) to finding the most likely path in \(\mathcal{A}\). Before actually computing this decay rate, which we will do in Proposition 3.3.1, we first establish another auxiliary result that reveals a relation between the decay rate corresponding to the most likely path in \(\mathcal{A}\) on one hand, and the decay rate of tail probabilities in a related queueing system.

To this end, consider a queue fed a Poisson stream of jobs (rate \(n\lambda\)), each staying in the system for an exponentially distributed time (mean \(\mu^{-1}\)), generating traffic at a unit rate while in the system, where the buffer is emptied at a constant rate \(nc\). Let \(Q^n\) denote the steady-state buffer content of this queue; as before, it is assumed that \(q < c\). The following distributional equality is well known:

\[
Q^n \overset{d}{=} \sup_{t \geq 0} A^n(t) - nct,
\]

a relation usually attributed to Reich\cite{ref21}. Define, for \(\vartheta < \mu\),

\[
\log N_t(\vartheta) = q(\phi(\vartheta, t) - 1) + \psi(\vartheta, t), \quad (9)
\]

where \(\phi(\vartheta, t)\) and \(\psi(\vartheta, t)\) are given in (7).

**Lemma 3.3.2.** The following identity holds:

\[
-\inf_{f \in \mathcal{A}} \mathbb{I}(f) - (q - c) - c \log \frac{c}{q} = \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(Q^n > nx)
\]

\[
= -\inf_{t \geq 0} \sup_{\vartheta > 0} (\vartheta(x + ct) - \log N_t(\vartheta)). \quad (10)
\]

**Proof.** The first equality follows from reasoning as in section 13.2 of Ref.\cite{ref23}. The decay rate of the steady-state probability \(\mathbb{P}(Q^n > nx)\) can be rewritten as \(-\inf \mathbb{I}(f)\), where the infimum is over all \(f\) that start off in \(q\) at time \(-\infty\), and for which the busy period in which overflow (over level \(x\)) is reached starts at time 0; if level \(x\) is reached at some time \(t > 0\), this means that

\[
\int_0^t f(s)ds = b + ct,
\]
and in addition $f(s) \geq c$ for all $s \in [0, t]$, and $f(0) = c$. Now an elementary splitting argument yields that this decay rate can be decomposed into

$$- \inf_{f \in \mathcal{A}} \mathbb{I}(f) - \inf_{f \in \mathcal{I}} \mathbb{I}(f),$$

where $\mathcal{A} := \{f \mid f(-\infty) = q, f(0) = c\}$. Using arguments as in section 13.1 of Ref.\cite{23},

$$\inf_{f \in \mathcal{A}} \mathbb{I}(f) = (q - c) + c \log \frac{c}{q}.$$  

This, and an application of Lemma 3.3.1, proves the first equality.

The second equality follows from Botvich and Duffield\cite{4}, as follows. Let $N_t(\vartheta)$ be the moment generating function of the work generated by a single Poisson stream of jobs (that is, with rate $\lambda$), each staying in the system for an exponentially distributed time (with mean $\mu^{-1}$):

$$\log N_t(\vartheta) = \varrho(\vartheta(x + ct) - \log N_t(\vartheta)).$$

Here it is used that the number of flows present at time 0 has a Poisson distribution with mean $\varrho$. According to Ref.\cite{4}, the decay rate of $\mathbb{P}(Q^n > nx)$ equals

$$- \inf_{t \geq 0} \sup_{\vartheta > 0} \left( \vartheta(x + ct) - \log N_t(\vartheta) \right).$$ (11)

This implies the second equality. □

Now the decay rate $\alpha(x)$ follows immediately from Lemma 3.3.2, in conjunction with equation (8).

**Proposition 3.3.1.** For $x \geq 0$,

$$\alpha(x) = - \inf_{t \geq 0} \sup_{\vartheta > 0} \left( \vartheta(x + ct) - \log N_t(\vartheta) \right) + (q - c) + c \log \frac{c}{q}.$$  

As opposed to $\delta(x)$ and (as we will see later) $v(x)$, there is no explicit, closed-form available for $\alpha(x)$. It is, however, possible to explicitly characterize $\alpha(x)$ for $x \downarrow 0$ and $x \rightarrow \infty$. We define

$$\alpha^*_{\infty} := 2\sqrt{2} \cdot \sqrt{\frac{\lambda}{c} \left( 1 - \frac{q}{c} + \frac{q}{c} \log \frac{q}{c} \right)}; \quad \alpha_{\infty} := \mu - \frac{\lambda}{c};$$

$$\beta^*_{\infty} := \left( \frac{c - q}{2q} \right)^2 + c - q - c \log \frac{c}{q}.$$
Proposition 3.3.2. The asymptotic behavior of \( z(x) \) is given by
\[
z(x) = -z_0^* \sqrt{x} - O(x) \quad \text{as } x \downarrow 0;
z(x) = -\beta_\infty^* - z_\infty^* x + o(1) \quad \text{as } x \to \infty.
\]

Proof. The behavior around \( x = 0 \) follows directly from Mandjes and Kim\(^{[16]} \) (see the remark on the open model in section 3), in conjunction with Lemma 3.3.2. It is readily verified that, in the notation used in that remark, \( \vartheta_0 = \log(c/\rho) \), and then it is a matter of evaluating the expressions.

The behavior for \( t \to \infty \) follows immediately from the expression for \( N_t(\vartheta) \) for \( t \) large, and Theorem 3 of Botvich and Duffield\(^{[4]} \). The latter result states that the decay rate of \( \mathbb{P}(Q^n > nx) \) equals \(-\beta_\infty^* - z_\infty^* x + o(1)\) for \( x \) large, where \( z_\infty^* \) solves
\[
\lim_{t \to \infty} \frac{1}{t} \log N_t(\vartheta) = c \vartheta,
\]
i.e., \( z_\infty^* = \frac{\mu - \lambda}{\epsilon} = \mu(1 - q/\epsilon) \), and
\[
\beta_\infty^* := -\lim_{t \to \infty} \left( \log N_t(z_\infty^*) - c z_\infty^* t \right) = \frac{(c - q)^2}{\epsilon}.
\]
Now an application of Lemma 3.3.2 yields the stated. \( \square \)

### 3.4. Number of Flows

We cast our problem of identifying the decay rate of \( \mathbb{P}(N_n > nx) \) into the large-deviations framework introduced earlier. We now use the discrete-time, sample-path large deviations. Immediately from (5),
\[
v(x) = -\inf_{f \in \mathcal{F}} \mathbb{J}(f),
\]
with \( \mathcal{N} := \{ f \mid \forall s \in [0, 2x] : f(s) \geq c, f(0) = c \} \). Analogously to the duration of the congestion period, we are looking for the “cheapest” path, that cannot be optimal if \( f(2x) > c \), as otherwise even a longer congestion period could be obtained “for free.” Hence \( \inf_{f \in \mathcal{F}} \mathbb{J}(f) = \inf_{f \in \overline{\mathcal{N}}} \mathbb{J}(f) \), with
\[
\overline{\mathcal{N}} := \{ f \mid \forall s \in [0, 2x] : f(s) \geq c, f(0) = f(2x) = c \}.
\]
Therefore we further study the following variational problem:
\[
v(x) = -\inf_{f \in \overline{\mathcal{N}}} \int_0^{2x} f(s) f'(s) ds.
\]
Proposition 3.4.1. For $x > 0$,

$$v(x) = -xv^*; \quad v^* := 2 \log \frac{\lambda + \mu c}{2\sqrt{2} \lambda \mu c} = \log \frac{(\lambda + \mu c)^2}{4 \lambda \mu c}. $$

Proof. We prove this result by subsequently establishing a lower bound and an upper bound. Define the path $f_c$ through $f_c(s) = c$ for all $s \in [0, 2x]$. As $f_c \in \overline{N}$, it follows that

$$v(x) \geq -\mathcal{J}(f_c) = -2x \cdot \sup_{\vartheta} \left( -\log \left( \frac{\lambda + \mu c}{\lambda + \mu c} e^{\vartheta} + \frac{\mu c}{\lambda + \mu c} e^{-\vartheta} \right) \right)$$

$$= 2x \cdot \log \left( \frac{\lambda \sqrt{\mu c/\lambda} + \mu c/\lambda \sqrt{\mu c/\lambda}}{\lambda + \mu c} \right) = -2x \cdot \log \frac{\lambda + \mu c}{2\sqrt{2} \lambda \mu c};$$

the optimizing $\vartheta$ equals $\vartheta^* := \frac{1}{2} \log (\mu c/\lambda) = \frac{1}{2} \log (c/\varrho) > 0$. Hence we have proven the upper bound. On the other hand,

$$v(x) \leq -\inf_{f \in \overline{D}} \int_{0}^{2x} \left( \vartheta f'(s) - \log \left( \frac{\lambda}{\lambda + \mu f(s)} e^{\vartheta^*} + \frac{\mu c}{\lambda + \mu f(s)} e^{-\vartheta^*} \right) \right) ds$$

$$\overset{(i)}{=} -\inf_{f \in \overline{D}} \int_{0}^{2x} \left( -\log \left( \frac{\lambda}{\lambda + \mu f(s)} e^{\vartheta^*} + \frac{\mu f(s)}{\lambda + \mu f(s)} e^{-\vartheta^*} \right) \right) ds$$

$$= \sup_{f \in \overline{D}} \int_{0}^{2x} \log \left( \frac{1}{\lambda + \mu f(s)} \left( \lambda e^{\vartheta^*} + \mu f(s) e^{-\vartheta^*} \right) \right) ds$$

$$= \sup_{f \in \overline{D}} \int_{0}^{2x} \log \left( \frac{\sqrt{\lambda \mu c} (1 + f(s)/c)}{\lambda + \mu f(s)} \right) ds$$

$$\overset{(ii)}{\leq} 2x \log \left( \frac{2 \sqrt{\lambda \mu c}}{\lambda + \mu c} \right).$$

Here (i) is due to the fact that $f(0) = f(x) = c$ for all $f \in \overline{N}$, and (ii) due to Lemma A.2. This yields the lower bound: all $f \in \overline{N}$ yield at most decay rate $-xv^*$, as desired. \qed

4. LARGE DEVIATIONS ANALYSIS
   OF THE GAUSSIAN COUNTERPART

So far, we have considered the asymptotics of $\mathbb{P}(D_{nc} > x)$, $\mathbb{P}(A_{nc} > nx)$, and $\mathbb{P}(N_{nc} > nx)$, using sample-path, large-deviations. In this section, we approximate $A^n(\cdot)$ by its so-called Gaussian counterpart $\overline{A}^n(\cdot)$, that is,
the superposition of $n$ Gaussian processes, each with mean and variance given through

$$
\mathbb{E} \bar{A}(t) = \varrho t, \quad \nu(t) := \text{Var} \bar{A}(t) = \frac{2\dot{\varrho} \mu^3}{\mu^3 (t\mu - 1 + e^{-t\mu})},
$$

cf. (3). This specific Gaussian process is known as the integrated Ornstein–Uhlenbeck (iOU) process. The procedure of replacing stochastic processes by their Gaussian counterpart was proposed and extensively motivated by Addie et al.\cite{1}; for a further justification in the M/M/$\infty$ case, also see Refs.\cite{11} (section 2).

With $\bar{A}(\cdot)$ corresponding to a single iOU process with the mean and variance define above, it is observed that $\bar{A}(\cdot)$ is a genuine Gaussian counterpart of our original Markovian system, in the sense that the following two properties hold:

- In the first place, the "rate process" $\bar{X}(t) := \bar{A}'(t)$ is well defined (which is not the case for several other Gaussian processes such as fractional Brownian motion). This is a stationary Gaussian process (where $\bar{A}(\cdot)$ was a Gaussian process with stationary increments). It is readily verified that $\mathbb{E} \bar{X}(t) = \varrho$, and

$$
\text{Var} \bar{X}(t) = \lim_{\varepsilon \downarrow 0} \frac{\nu(t + \varepsilon) - \nu(t)}{\varepsilon^2} = \varrho.
$$

These results are in agreement with the fact that in the original (that is, non-Gaussian) model $X(t)$ has a Poisson distribution with mean (and hence also variance) $\varrho$.

- In the second place the Gaussian process has a Markovian structure, in the sense that, for $0 < u < T$ and $s > 0$,

$$
(\bar{A}(T, T + s) | \bar{X}(T), \bar{A}(0, u)) \overset{d}{=} (\bar{A}(T, T + s) | \bar{X}(T)).
$$

This follows by showing that both sides of the previous display have the same mean and variance. We briefly present the procedure for the mean; the variance can be done analogously. To this end, recall

$$
\mathbb{E}(Y_1 | Y_2 = y_2, Y_3 = y_3) = \mathbb{E} Y_1 + \left( \frac{\text{Cov}(Y_1, Y_2)}{\text{Cov}(Y_1, Y_3)} \right)^T \Sigma^{-1} \left( y_2 - \mathbb{E} Y_2, y_3 - \mathbb{E} Y_3 \right);
$$

$$
\text{Var}(Y_1 | Y_2 = y_2, Y_3 = y_3) = \text{Var}(Y_1) + \left( \frac{\text{Cov}(Y_1, Y_2)}{\text{Cov}(Y_1, Y_3)} \right)^T \Sigma^{-1} \left( \text{Cov}(Y_1, Y_2) \right) \text{Cov}(Y_1, Y_3) \right).
$$
where
\[ \Sigma := \begin{pmatrix} \text{Var}(Y_2) & \text{Cov}(Y_2, Y_3) \\ \text{Cov}(Y_2, Y_3) & \text{Var}(Y_3) \end{pmatrix}. \]

As a consequence, \( \mathbb{E}(\overline{A}(T, T + s) \mid \overline{X}(T) = x, \overline{A}(0, u) = y) \) equals
\[
g_s + \begin{pmatrix} \text{Cov}(\overline{A}(T, T + s), \overline{X}(T)) \\ \text{Cov}(\overline{A}(T, T + s), \overline{A}(0, u)) \end{pmatrix}^T \\
\times \begin{pmatrix} \theta \\ \text{Cov}(\overline{X}(T), \overline{A}(0, u)) \end{pmatrix}^{-1} \begin{pmatrix} x - q \\ y - q_u \end{pmatrix}.
\]

It is a matter of straightforward computations to verify that
\[
\text{Cov}(\overline{A}(T, T + s), \overline{X}(T)) = \frac{\lambda}{\mu^2} (1 - e^{-\mu t});
\]
\[
\text{Cov}(\overline{A}(T, T + s), \overline{A}(0, u)) = \frac{\lambda}{4\mu^3} e^{-\mu t} (1 - e^{-\mu t})(e^{\mu t} - 1);
\]
\[
\text{Cov}(\overline{X}(T), \overline{A}(0, u)) = \frac{\lambda}{4\mu^2} e^{-\mu t} (e^{\mu t} - 1).
\]

Now tedious calculus yields that
\[
\mathbb{E}(\overline{A}(T, T + s) \mid \overline{X}(T) = x, \overline{A}(0, u) = y) = g_s + \frac{1 - e^{-\mu t}}{\mu} \cdot (x - q),
\]
which is in agreement with \( \mathbb{E}(\overline{A}(T, T + s) \mid \overline{X}(T) = x) \) (observe that, in particular, \( u \) and \( y \) cancel). Similarly, \( \text{Var}(\overline{A}(T, T + s) \mid \overline{X}(T) = x, \overline{A}(0, u) = y) \) coincides with \( \text{Var}(\overline{A}(T, T + s) \mid \overline{X}(T) = x) \) and equals \( v(s) + (\lambda/\mu^2)(1 - e^{-\mu t})^2 = (2\lambda/\mu^3)(s\mu - 3/2 + 2e^{-\mu t} - e^{-2\mu t}/2) \).

**Useful Relations.** We give a number of additional useful relations:
\[
\mathbb{E}(\overline{A}(0, t) \mid \overline{X}(0) = x) = gt + \frac{(1 - e^{-\mu t})}{\mu}(x - q).
\]
\[
\text{Var}(\overline{A}(0, t) \mid \overline{X}(0) = x) = \frac{2\lambda}{\mu^3} \left( t\mu - \frac{3}{2} + 2e^{-\mu t} - \frac{1}{2} e^{-2\mu t} \right).
\]

Now
\[
\mathbb{E}(\overline{X}(t) \mid \overline{X}(0) = x) = \mathbb{E} \left( \lim_{\epsilon \to 0} \frac{\overline{A}(0, t + \epsilon) - \overline{A}(0, t)}{\epsilon} \bigg| \overline{X}(0) = x \right)
\]
\[
= q + e^{-\mu t}(x - q)
\]
entails that $\mathbb{E}(\overline{X}(\epsilon) \mid \overline{X}(0) = x) = x + \epsilon(\lambda - \mu x) + O(\epsilon^2)$, for $\epsilon \downarrow 0$, and likewise

$$\text{Var}(\overline{X}(t) \mid \overline{X}(0) = x) = \text{Var}\left( \lim_{\epsilon \downarrow 0} \frac{A(0, t + \epsilon) - A(0, t)}{\epsilon} \mid \overline{X}(0) = x \right)$$

$$= \varrho(1 - e^{-2t\mu})$$

leads to $\text{Var}(\overline{X}(\epsilon) \mid \overline{X}(0) = x) = 2\lambda \epsilon + O(\epsilon^2)$.

### 4.1. Sample-Path, Large-Deviations Theory

The computation of the decay rates $\overline{\delta}(x)$ of the congestion period, $\overline{\alpha}(x)$ of the area, and $\overline{\nu}(x)$ of the number of customers, can, as before, be done relying on a sample-path, large-deviations result. In the setting of Gaussian processes, this result is known as (the generalized version of) Schilder’s theorem$^{[2,7,15]}$. It is noted that this result is of a rather implicit nature, in that there is, in general, no closed-form expression for the action functional (that is, we do not have an explicit expression for the “cost” of a given path $f$). Owing to the fact that the iOU process has a well-defined rate process, however, the corresponding action functional can, for this specific Gaussian process, be expressed explicitly. The goal of this subsection is to identify this action functional—we do so by first heuristically deriving the sample-path, large-deviations result, which will be rigorized in the second part of this subsection.

**Heuristic Approach.** With $\overline{X}^n(t) := (\overline{A}^n)'(t)$, we focus on the likelihood that the sample mean $n^{-1} \overline{X}^n(\cdot)$ follows the function $f(\cdot)$ on the interval $[0, T]$, given the initial condition $n^{-1} \overline{X}^n(0) = x$. The function $f(\cdot)$ is evidently such that $f(0) = x$. Then we require, after discretizing time for $k = 1, \ldots, T/\Delta t$, that

$$\frac{1}{n} \overline{X}^n(k\Delta t) = f(k\Delta t)$$

for all $k$; the finer the grid, the better the approximation. Hence, we consider for $\Delta t$ small

$$\mathbb{P}\left( \frac{1}{n} \overline{X}^n(t) \approx f(t), \forall t \in [0, T] \mid \frac{1}{n} \overline{X}^n(0) = x \right)$$

$$\approx \mathbb{P}\left( \frac{1}{n} \overline{X}^n(k\Delta t) \approx f(k\Delta t), \forall k \in \{1, \ldots, T/\Delta t\} \mid \frac{1}{n} \overline{X}^n(0) = x \right).$$
By the Markovian property of the rate process, the previous display reads

\[
\prod_{k=1}^{T/\Delta t} \mathbb{P}\left( n^{-1} X^n(k \Delta t) \approx f(k \Delta t) \mid \frac{1}{n} X^n((k-1) \Delta t) \approx f((k-1) \Delta t) \right)
\]

\[
= \prod_{k=1}^{T/\Delta t} \mathbb{P}\left( n^{-1} X^n(\Delta t) \approx f(k \Delta t) \mid \frac{1}{n} X^n(0) \approx f((k-1) \Delta t) \right),
\]

for paths \( f(\cdot) \) with \( f(0) = x \). Relying on standard large-deviations results for the normal distribution, we thus obtain the decay rate

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left( \frac{1}{n} X^n(t) \approx f(t), \forall t \in [0, T] \mid \frac{1}{n} X^n(0) = x \right)
\]

\[
= \lim_{\lambda \to 0} \frac{1}{2\lambda} \sum_{k=1}^{T/\Delta t} \frac{(f(k \Delta t) - f((k-1) \Delta t) - \Delta t(\lambda - \mu f((k-1) \Delta t)))^2}{2 \text{Var} \overline{X}(\Delta t) | \overline{X}(0) = f((k-1) \Delta t)}.
\]

Applying the approximations of \( \mathbb{E}(\overline{X}(\epsilon) | \overline{X}(0) = x) \) and \( \text{Var}(\overline{X}(\epsilon) | \overline{X}(0) = x) \) for small \( \epsilon \), as given above, this further reduces to

\[
\lim_{\Delta t \to 0} \frac{1}{2} \sum_{k=1}^{T/\Delta t} \frac{(f(k \Delta t) - f((k-1) \Delta t) - \Delta t(\lambda - \mu f((k-1) \Delta t)))^2}{2 \lambda \Delta t}
\]

\[
= \lim_{\Delta t \to 0} \frac{1}{4 \lambda} \sum_{k=1}^{T/\Delta t} \Delta t \left( \frac{(f(k \Delta t) - f((k-1) \Delta t))}{\Delta t} - (\lambda - \mu f((k-1) \Delta t)) \right)^2
\]

\[
= \lim_{\Delta t \to 0} \frac{1}{4 \lambda} \sum_{k=1}^{T/\Delta t} \Delta t (f'(k \Delta t) - \lambda + \mu f((k-1) \Delta t))^2
\]

\[
= \frac{1}{4 \lambda} \int_0^T (f'(t) - \lambda + \mu f(t))^2 dt.
\]

Hence, the candidate rate function of a path \( f \) is

\[
\overline{\Pi}(f) = \int_0^T \overline{T}_{f(t)}(f'(s)) ds, \quad \text{where } \overline{T}_c(u) := \frac{(u - \lambda + \mu x)^2}{4 \lambda}.
\]

So far we have considered paths on \([0, T]\), that start in \( x \) at time 0. Extending the argument to paths on \((-\infty, \infty)\), the candidate for the rate function would become

\[
\overline{\Pi}(f) = \int_{-\infty}^{\infty} \overline{T}_{f(t)}(f'(s)) ds. \quad (12)
\]
The remainder of this subsection is devoted to a formal approach to establishing (12) by applying the generalized version of Schilder’s theorem.

**Sample-Path, Large-Deviations Principle.** For any Gaussian process with stationary increments $\overline{A}(\cdot)$, the generalized version of Schilder’s theorem states that, under mild conditions,

$$
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left( \frac{1}{n} \overline{A}^n(\cdot) \in \mathcal{F} \right) = -\inf_{F \in \mathcal{F}} K(F); \quad (13)
$$

as before, we should formally distinguish between open and closed sets $\mathcal{F}$. In general, the action functional $K(F)$ is only explicitly given for paths $F(\cdot)$ that are mixtures of covariance functions: if, for $\alpha_i, s_i \in \mathbb{R}$, and $\Gamma(s, t) := \text{Cov}(\overline{A}(s), \overline{A}(t))$, the path $F(s)$ is of the form $\sum_{i=1}^d \alpha_i \Gamma(s, s_i)$. Then

$$
K(F) = \sum_{i=1}^d \sum_{j=1}^d \alpha_i \alpha_j \Gamma(s_i, s_j).
$$

Also for $F(\cdot)$ that are not given as a mixture of covariance functions, one can determine $K(F)$ by approximating $F(\cdot)$ by a mixture of covariance functions, and by using a limiting procedure—we leave out details here.

In case $\overline{A}(\cdot)$ has a derivative, then one could also consider large deviations probabilities that relate to the rate process $\overline{X}^n(\cdot)$ rather than the cumulative traffic process $\overline{A}^n(\cdot)$. With $f(s) := F'(s)$,

$$
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}\left( \frac{1}{n} \overline{X}^n(\cdot) \in \mathcal{F} \right) = -\inf_{F \in \mathcal{F}} K(F). \quad (14)
$$

In order to rigorize (12), we show that for $F(\cdot)$ being a linear combination of covariance functions, we have that indeed

$$
K(F) = \frac{1}{4 \lambda} \int_{-\infty}^{\infty} (f'(t) - \lambda + \mu f(t))^2 dt. \quad (15)
$$

It is elementary to show that, using the shorthand notation $\Gamma_i(t) := \Gamma(t, s_i)$, the right-hand side of the previous display equals

$$
\frac{1}{2 \lambda} \sum_{i=1}^d \sum_{j=1}^d \alpha_i \alpha_j \int_{-\infty}^{\infty} (\Gamma_i'(t) + \mu \Gamma_i'(t))(\Gamma_j'(t) + \mu \Gamma_j'(t)) dt.
$$

Then (15) indeed follows from the next lemma.
Lemma 4.1.1. For all $i, j = 1, \ldots, d$,

$$\int_{-\infty}^{\infty} \left( \Gamma_i''(t) + 2 \mu \Gamma_i'(t) \right) \left( \Gamma_j''(t) + 2 \mu \Gamma_j'(t) \right) dt = 2 \lambda \Gamma(s, s).$$

Proof. See Appendix. \qed

4.2. Congestion Period

The decay rate of the congestion period can be found in the same fashion as in section 3.2, the only major difference being that now we should rely on the sample-path, large-deviations result for iOU traffic.

Proposition 4.2.1. For $x \geq 0$,

$$\tilde{\delta}(x) = -x \delta^*; \quad \delta^* := \frac{(\mu c - \lambda)^2}{4 \lambda}.$$

Proof. We prove this result by first establishing a lower bound. Clearly, $\tilde{\delta}(x) \geq \overline{\delta}(f)$, recalling that $f(s) = c$ for all $s \in [0, x]$. Evaluating $\overline{\delta}(f)$, we find the lower bound.

Now focus on the upper bound. Straightforward algebra yields that

$$\tilde{\delta}(x) = -\inf_{f \in \overline{\mathcal{D}}} \int_{0}^{x} \left( \frac{(f'(s))^2}{4 \lambda} - \frac{1}{2} f'(s) + \frac{1}{4} f(s) f'(s) + \frac{\lambda}{4} \right) ds + \frac{\mu^2}{4 \lambda} f^2(s) - \frac{1}{2} \mu f(s) ds.$$

Evidently, the fact that $f(0) = f(x) = c$ (for all $f \in \overline{\mathcal{D}}$) entails that

$$\int_{0}^{x} \frac{1}{2} f'(s) ds = \int_{0}^{x} \frac{1}{4} f(s) f'(s) \frac{\lambda}{\mu} ds = 0,$$

which immediately leads to

$$\tilde{\delta}(x) \leq -\inf_{f \in \overline{\mathcal{D}}} \int_{0}^{x} \left( \frac{\mu^2}{4 \lambda} f^2(s) - \frac{1}{2} \mu f(s) \right) ds - \frac{\lambda}{4} x.$$

The right-hand side of the previous display is smaller than $-x \delta^*$, as follows, after elementary algebra, from the inequality

$$\frac{\mu^2}{4 \lambda} (y^2 - c^2) = \frac{\mu^2}{4 \lambda} (y + c)(y - c) \geq \frac{\mu^2}{4 \lambda} \cdot 2c \cdot (y - c) = \frac{\mu}{2} \cdot c \cdot (y - c) \geq \frac{\mu}{2} (y - c),$$

for all $y \geq c$. This completes the upper bound. \qed
Remark 4.2.1. We now consider the so-called heavy-traffic regime \( c = \varrho + \epsilon \) for \( \epsilon \) small, and we show that \( \delta^* \) and \( \bar{\delta}^* \) are very much alike. In other words, in heavy-traffic the Gaussian approximation is particularly accurate. The formal calculation is as follows. It is easily checked that

\[
\delta^* = \mu \left( \frac{\epsilon^2}{4\varrho} + \frac{\epsilon^3}{8\varrho^2} \right) + O(\epsilon^4), \quad \text{and} \quad \bar{\delta}^* = \mu \left( \frac{\epsilon^2}{4\varrho} \right),
\]

as \( \epsilon \downarrow 0 \). For related results also see Ref.\([11]\) (section 5.2).

4.3. Area

We now consider the decay rate \( \bar{\alpha}(x) \) of the area exceeding an amount \( x \), which is obtained in a similar manner as was done for the M/M/\( \infty \) model in section 3.3. Again exploiting the relation with the tail probabilities of an appropriately chosen queueing system, and the large-deviations results by Botvich and Duffield\([4]\), we obtain the following proposition. As its proof is identical to that of Proposition 3.3.1, we leave it out. Realize that

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left( \frac{1}{n} \bar{X}^n(0) \geq c \right) = - \frac{(c - \varrho)^2}{2\varrho}.
\]

Proposition 4.3.1. For \( x \geq 0 \),

\[
\bar{\alpha}(x) = -\inf_{t \geq 0} \frac{(x + (c - \varrho)t)^2}{2v(t)} + \frac{(c - \varrho)^2}{2\varrho}.
\]

There is no explicit, closed-form available for \( \alpha(x) \). It is, however, possible to explicitly characterize \( \alpha(x) \) in the asymptotic regimes \( x \downarrow 0 \) and \( x \to \infty \).

Proposition 4.3.2. The asymptotic behavior of \( \alpha(x) \) is given by

\[
\bar{\alpha}(x) = -\sqrt{2\lambda/3} \cdot \left( \frac{c - \varrho}{\varrho} \right)^{5/2} \cdot \sqrt{x} + O(x) \quad \text{as} \; x \downarrow 0;
\]

\[
\bar{\alpha}(x) = -\frac{\mu(c - \varrho)}{\rho} x - \frac{(c - \varrho)^2}{2\rho} \quad \text{as} \; x \to \infty.
\]

Proof. First consider the regime \( x \downarrow 0 \). The infimum will be reached for \( t(x) \) close to 0, in which case the variance function \( v(t) \) behaves as

\[
\varrho t^2 - \lambda t^3/3 + O(t^4).
\]
By virtue of equation (6.6) in Ref. [15],
\[
\inf_{t \geq 0} \frac{(x + (c - q)t)^2}{2v(t)} = \frac{(c - q)^2}{2q} + \sqrt{2\lambda/3} \cdot \left( \frac{c - q}{q} \right)^{3/2} \cdot \sqrt{x} + O(x).
\]

Now focus on \( x \to \infty \). We again use Theorem 3 of Botvich and Duffield [4], which implies that
\[
\inf_{t \geq 0} \frac{(x + (c - q)t)^2}{2v(t)} = \frac{(c - q)^2}{\rho} + \frac{\mu(c - q)}{\rho} x + o(1)
\]
for \( x \) large. Now an application of Lemma 3.3.2 yields the stated.

**Remark 4.3.1.** There is not a Gaussian equivalent of an “arrival”. We therefore do not have a Gaussian counterpart of the decay rate \( \nu(x) \). See, however, the appendix in Ref. [11], where it is pointed out how an “artificial” Gaussian counterpart can be constructed (which lacks a straightforward interpretation).

### 5. UNIFORM BOUNDS

In the previous sections, we computed the decay rates of the probabilities of interest, but these do not provide us with estimates of the probabilities themselves. In particular, a statement of the type \( n^{-1} \log f(n) \to -\zeta \) just says that \( f(n) = g(n) \exp(-\zeta n) \) for some subexponential function \( g(\cdot) \), that is, \( \log g(n) = o(n) \) as \( n \to \infty \); the function \( g(n) \) can still be of the form \( \exp(n^{1-\delta}) \) for a small positive constant \( \delta \). For practical purposes, conservative (but preferably tight) estimates of the probabilities of interest are useful. In this section such approximations are derived. They indicate that the logarithmic estimates are rather precise.

#### 5.1. Congestion Period

We consider the original, that is, unscaled, model. The exponential part in the following bound should be compared with the logarithmic asymptotics found in section 3.2.

**Proposition 5.1.1.** *Uniformly in* \( x \geq 0 \),
\[
\mathbb{P}(D_c > x) \leq \left( \frac{c}{\sqrt{\mu}} \right)^{c+1} \cdot \exp \left( - \left( \sqrt{c\lambda} - \sqrt{c\mu} \right)^2 x \right).
\]
**Proof.** It is clear that \( P(D_x > x) \leq P(A(x) > cx \mid X(0) = c + 1) \). The Markov inequality yields that, for any \( \theta > 0 \),

\[
P(A(x) > cx \mid X(0) = c + 1) \leq \mathbb{E}(e^{\theta A(x)} \mid X(0) = c + 1) e^{-\theta cx}.
\]

Applying (2), we obtain

\[
P(A(x) > cx \mid X(0) = c + 1) \leq \left( \frac{\mu}{\mu - \theta} \right)^{c+1} \exp \left( \theta \left( \frac{\Lambda}{\mu - \theta} - c \right) x \right).
\]

Now plug in \( \theta = \theta^* := \mu - \sqrt{\Lambda \mu / c} > 0 \). \( \square \)

A slightly different bound can be found as follows. We include it here, as it gives us insight into the way importance-sampling algorithms might be devised. Suppose we wish to estimate \( P(D_x > x) \) by simulation, applying importance sampling with arrival rate \( \Lambda^* := \sqrt{\Lambda \mu / c} \) and service rate \( \mu^* := \sqrt{\Lambda \mu / c} \), irrespective of the number of flows present; call the new measure \( \mathcal{Q} \). It is elementary that, in self-evident notation,

\[
P(D_x > x) = \mathbb{E}_{\mathcal{Q}} LI,
\]

where \( L \) is the so-called likelihood ratio, and \( I \) the indicator function of the event under consideration. In more detail, the likelihood ratio can be expressed as follows. Let \( \tau_i \) denote the \( i \)th jump of the congestion period, i.e., \( \tau_i \) is 1 if the \( i \)th jump is upward and 0 if it is downward. (With \( \tau_0 \) we mean the jump to level \( c + 1 \) that starts the congestion period.) Let \( Z_i \) denote the state (i.e., the number of flows present) between the \( i \)th and \((i + 1)\)st jump, and \( S_i \) the time between these jumps. Then, with \( N \) denoting the last jump before time \( x \), realizing that the \((N + 1)\)st jump epoch is the first jump epoch at which we are certain that it can decided whether indeed \( D_x > x \),

\[
L = \prod_{i=0}^{N} \frac{(\Lambda + \mu Z_i) \exp(-(\Lambda + \mu Z_i) S_i)}{(\Lambda^* + \mu^* Z_i) \exp(-(\Lambda^* + \mu^* Z_i) S_i)} \prod_{i=0}^{N-1} (p(Z_i))^{\tau_{i+1}} (q(Z_i))^{1-\tau_{i+1}},
\]

where

\[
p(k) := \frac{\Lambda}{\Lambda + \mu k} \bigg/ \frac{\Lambda^*}{\Lambda^* + \mu^* k}, \quad q(k) := \frac{\mu x}{\Lambda + \mu k} \bigg/ \frac{\mu x}{\Lambda^* + \mu^* k}.
\]

Elementary calculus yields that this likelihood equals

\[
\frac{\Lambda + \mu Z_N}{\sqrt{\Lambda \mu c} + \sqrt{\Lambda \mu / c} Z_N} \times \exp \left( -\sum_{i=0}^{N} (\Lambda + \mu Z_i - \sqrt{\Lambda \mu c} - \sqrt{\Lambda \mu / c} Z_i) S_i \right) \left( \frac{p}{c} \right)^{Z_N -(c+1)}.
\]
Relying on Lemma A.1, it is elementary to show that, as long as \( Z_i > c \),
\[
\Lambda + \mu Z_i - \sqrt{\Lambda \mu c} - \sqrt{\Lambda \mu / c} Z_i \geq \Lambda - 2\sqrt{\Lambda \mu c} + \mu c.
\]

Now observe that during a run in which \( I = 1 \), \( Z_i > c \) for all \( i \in \{0, \ldots, N\} \), and \( \sum_{i=0}^{N} S_i > x \) as well as \( Z_N > c \). Also, due to \( p < c \),
\[
\frac{\Lambda + \mu Z_N}{\sqrt{\Lambda \mu c} + \sqrt{\Lambda \mu / c} Z_N} \leq \sqrt{\frac{c}{p}}.
\]

We thus find the upper bound
\[
\mathbb{P}(D_c > x) \leq \frac{c}{p} \cdot \exp\left(-\frac{\sqrt{\Lambda} - \sqrt{c \mu}}{\sqrt{\Lambda \mu}} x\right).
\]

Note that for \( c > 2 \), this bound is sharper than the one we presented in Proposition 5.1.1.

### 5.2. Area

A similar argument can be used to find a uniform upper bound on \( \mathbb{P}(A_c > x) \).

**Proposition 5.2.1.** Uniformly in \( x \geq 0 \),
\[
\mathbb{P}(A_c > x) \leq \left(\frac{c}{p}\right)^2 \cdot \exp\left(-\left(\frac{\mu}{c}\right) x\right).
\]

**Proof.** First observe that
\[
\mathbb{P}(A_c > x) \leq \mathbb{P}(\exists t \geq 0 : A(t) > x + ct).
\]

Let us find an upper bound for the right-hand side of the previous display. Suppose we perform importance sampling under a measure \( \mathbb{Q} \), that is, such that the arrival rate is \( \Lambda^* := \mu c \) and service rate \( \mu^* := \Lambda / c \). It is clear that the resulting system is such that under the new measure, \( A(t) \) indeed crosses level \( x + ct \) with probability 1, as the mean rate under \( \mathbb{Q} \) is \( \Lambda^*/\mu^* = c^2 \mu / \Lambda = c^2 / p > c \).

A fundamental equality is, with \( \mathbb{E}_\mathbb{Q} \) denoting expectation under \( \mathbb{Q} \),
\[
\mathbb{P}(\exists t \geq 0 : A(t) > x + ct) = \mathbb{E}_\mathbb{Q} L,
\]
where \( L \) is the so-called likelihood ratio. In more detail, the likelihood ratio can be expressed as follows.
Using the same definitions as in the previous section,

\[ L = \prod_{i=0}^{N} \frac{(\Lambda + \mu Z_i) \exp(-((\Lambda + \mu Z_i)S_i))}{(\Lambda^* + \mu^* Z_i) \exp(-(\Lambda^* + \mu^* Z_i)S_i)} \prod_{i=0}^{N-1} (p(Z_i))^{I_{i+1}} (q(Z_i))^{1-I_{i+1}}, \]

elementary calculus yields that

\[ L = \frac{\Lambda + \mu Z_N}{\mu c + \Lambda Z_N/c} \exp\left(-\left(\mu - \frac{\Lambda}{c}\right)\left(A\left(\sum_{i=0}^{N} S_i\right) - c \cdot \sum_{i=0}^{N} S_i\right)\right) \left(\frac{p}{c}\right)^{Z_N-(c+1)} \]

Due to \( p < c \), it holds that

\[ \frac{\Lambda + \mu Z_N}{\mu c + \Lambda Z_N/c} \leq \frac{c}{p}. \]

As we know that \( Z_N \geq c \), and by definition of \( N \),

\[ A\left(\sum_{i=0}^{N} S_i\right) - c \cdot \sum_{i=0}^{N} S_i \geq x, \]

the upper bound follows.

5.3. Number of Flows

Finally, we use the change-of-measure technique to find a uniform upper bound on \( \mathbb{P}(N_c > m) \). We start, however, by a result that can be proven in a more elementary way.

**Proposition 5.3.1.** Uniformly in \( x \in \mathbb{N} \),

\[ \mathbb{P}(N_c > x) \leq \left(\frac{4\Lambda \mu c}{(\Lambda + \mu c)^2}\right)^x. \]

**Proof.** First observe that, stochastically, \( Y_{2x} \leq Y_{2x}^c := c + \sum_{i=1}^{2x} Z_i \), where the \( Z_i \) are i.i.d., and \( Z_i = 1 \) with probability \( \Lambda/(\Lambda + \mu c) \) and \(-1\) otherwise. By the Markov inequality, it follows that, for any \( \delta \geq 0 \),

\[ \mathbb{P}(N_c > m) \leq \mathbb{P}\left(\sum_{i=1}^{2x} Z_i \geq 0\right) \leq (\mathbb{E}e^{\delta Z})^{2x}, \]

with \( Z \) distributed as the \( Z_i \). Now minimize the last expression over all \( \delta \geq 0 \), and the desired follows.
As previously mentioned, a similar bound can be found by an importance-sampling argumentation. Simulate the discrete-time process (i.e., the jump process) that results after changing $\Lambda$ into $\Lambda^* := \sqrt{\Lambda \mu c}$ and $\mu^* := \sqrt{\Lambda \mu / c}$ until either the process drops below the value $c$, or $2x$ transitions have been performed. It is readily checked that the likelihood at this stopping epoch equals

$$L = \left( \frac{\sqrt{p}}{c} \right)^{Z_N - (c+1)} \prod_{i=0}^{N-1} \frac{\sqrt{\lambda c} + \sqrt{\lambda c/Z_i}}{\Lambda + \mu Z_i}. $$

Applying Lemma A.2, it is elementary to show that

$$\frac{\sqrt{\lambda c} + \sqrt{\lambda c/Z_i}}{\Lambda + \mu Z_i} \leq 2 \sqrt{\lambda c} / \Lambda + \mu c.$$ 

Using that, if $I = 1$, then $N \geq 2x$ and $Z_N > c$, we find the same upper bound as above, but now multiplied with $\sqrt{c/p}$, i.e., slightly weaker.

6. NUMERICAL RESULTS

In this section, we demonstrate our asymptotics and bounds through a number of numerical experiments. In these experiments, we choose $\mu = 1$ and $\epsilon = 1$, and we compare the situation $\lambda = 0.5$ with $\lambda = 0.9$. The primary goal of this section is to present a comparison between the rough asymptotics of sections 3 and 4, the bounds of section 5, and the “real” values.

A number of remarks need to be made here.

- The results in sections 3 and 4 are in terms of decay rates, and in order to compare them we do as if the decay is “purely exponential.” For instance for the congestion duration, the resulting approximation, based on Proposition 3.2.1, is, with as before $\Lambda = n\lambda$ and $c = n\epsilon$,

$$\mathbb{P}(D_c > x) \approx \exp\left(-\sqrt{\lambda - \sqrt{\mu c}}^2 x\right), \quad (17)$$

cf. Proposition 5.1.1. In case of the area, this approximation is somewhat trickier to derive; we now sketch how the approximation for $\mathbb{P}(A_c > x)$ can be found. Focusing for the moment on the regime $x \to \infty$, Proposition 3.3.2 entails that

$$\mathbb{P}(A_n \geq nx) \approx \exp\left(-n\beta^*_\infty - n\mu^* x\right).$$
Noticing that
\[
\beta_\infty^* = \frac{1}{n} \left( \frac{(c-p)^2}{p} + c - p - c \log \frac{c}{p} \right); \quad \alpha_\infty^* = \mu - \frac{\Lambda}{c},
\]
we obtain the approximation
\[
\mathbb{P}(A_c > x) \approx \exp \left( - \frac{(c-p)^2}{p} - c + p + c \log \frac{c}{p} - \left( \mu - \frac{\Lambda}{c} \right) x \right);
\]
cf. Proposition 5.2.1. In the regime \( x \downarrow 0 \) an analogous argumentation yields
\[
\mathbb{P}(A_c > x) \approx \exp \left( -2\sqrt{2} \cdot \sqrt{x\Lambda \left( 1 - \frac{p}{c} + \frac{p}{c} \log \frac{p}{c} \right)} \right).
\]
The Gaussian counterparts can be dealt with similarly.

- To obtain “real” values of the probabilities of interest, we used importance sampling-based simulations, with the change-of-measures suggested in section 5. We also performed direct simulations (that is, simulations under the original measure), where we empirically observed that under importance sampling, substantially less simulation effort is needed to obtain an estimate of given precision; for higher values of \( x \) direct simulation becomes prohibitively time-consuming. The outcomes of these direct simulations (in the graphs corresponding to the label “M/M/\infty”) coincide with the importance sampling-based estimates, as should be the case.

For the congestion duration \( D_c \) we consider the tail probabilities for \( n = 20, 50, 100 \) in Figure 1. In the numerical results we compare Proposition 3.2.1 for the M/M/\infty process, Proposition 4.2.1 for the Gaussian counterpart, the uniform upper bound given by Expression (16), and results from importance-sampling simulations as well as direct simulations of the M/M/\infty process.

In each of the graphs, we see that the uniform upper bound of Expression (16) is slightly larger than Proposition 3.2.1, namely, a factor \( c/p \). The result from the Gaussian counterpart (Proposition 4.2.1) is in between the results for the M/M/\infty and the simulation results for low load, but for high load it is close to Proposition 3.2.1 and Expression (16). Observe that for higher loads (right graphs), the probabilities of a long congestion duration are higher, which is evident as these occurrences become less rare. By comparing the graphs of Figure 1 it is seen that increasing the scaling parameter \( n \) indeed leads to smaller probabilities.
Given our analytical results, the curve with simulated probabilities should eventually be (that is, for $n$ large) parallel to the curves obtained from Proposition 3.2.1 and Expression (16), which is evidently not yet the case for $n = 100$. A similar slow convergence has been observed for the tail asymptotics of the sojourn time in processor-sharing (PS) queues in, e.g., Ref. [18]. It may also play a role that, just as is the case for the sojourn-time distribution in the M/M/1 PS queue, the asymptotics are likely to
be not of a “purely exponential” form (as suggested by (17)); instead there may be in addition a polynomial factor $\delta x^{-\gamma}$ (for some $\gamma, \delta > 0$), and potentially also a Weibullian factor $\exp(-\alpha x^\beta)$ (for some $\alpha > 0$ and $\beta \in (0, 1)$), cf. Refs. [3,8].

The figures show that the results obtained from Proposition 3.2.1 and Expression (16) can, in practical situations, only be used as (very rough) indications of the probability of interest. In case quick, reliable estimates are required (for instance, for dimensioning purposes), we advise relying on the described (efficient) importance sampling scheme.

The results for the area $A_c$ are displayed in Figure 2; we only present the result for $n = 20$, as the effect of increasing $n$ is similar as for the duration. The graphs compare the results of Proposition 3.3.2 for the M/M/$\infty$ process, Proposition 4.3.2 for the Gaussian counterpart, the uniform upper bound of Proposition 5.2.1 and the simulation results, both from direct simulations and importance sampling. Recall that Propositions 3.3.2 and 4.3.2 include both the behavior of $x$ close to 0, and $x$ large, respectively; therefore in the graphs there are two curves for each proposition, and it is emphasized that these curves are not valid for the entire range of $x$. The uniform upper bound corresponds to the “highest” curve, as expected. For low loads, all curves are relatively close, and the simulation results are in-between the other mentioned results; the latter property is in contrast with the results for the duration and the number of arrivals, for which the probabilities from the simulation are always the smallest. It can be seen that in the low-load case, the part of Proposition 3.3.2 corresponding to $x \to \infty$ is already highly accurate for moderate $x$.

In Figure 3 the tail probabilities of the number of arrivals $N_c$ are considered, again for $n = 20$. We compare the results from Proposition 3.4.1, the uniform upper bound from Proposition 5.3.1,
FIGURE 3 Number of arrivals for $n = 20$, $\mu = 1$, and $\epsilon = 1$. (a) $\lambda = 0.5$ and (b) $\lambda = 0.9$.

and simulation results; recall that in this case there is no meaningful Gaussian counterpart. Propositions 3.4.1 and 5.3.1 lead to the same expression, viz.,

$$\mathbb{P}(N_\epsilon > x) \approx \left(\frac{4\lambda \mu \epsilon}{(\Lambda + \mu \epsilon)^2}\right)^x,$$

as is easily checked. Furthermore, observe that the propositions grossly overestimate the real (that is, simulated) probabilities, as is immediately clear after inspection of the simulation results (just as was the case for the congestion duration). We again advise using the proposed importance sampling scheme to quickly generate reliable estimates of the probability of interest.

7. DISCUSSION AND CONCLUDING REMARKS

This article considered tail asymptotics of congestion period-related quantities. Large-deviations theory is applied to explicitly calculate the exponential decay rates under the many-flows scaling, both for the actual M/M/$\infty$ model and its Gaussian counterpart. Then uniform upper bounds on the tail probabilities are derived, which also reveal an efficient change-of-measure to be used in importance-sampling simulations. There are several directions for future research, of which we now mention a few.

We derived tail asymptotics under the many-flows scaling ($x$ fixed, $n$ large). These are presumably tightly related to the asymptotics of $\mathbb{P}(D_1 > x)$, $\mathbb{P}(A_\epsilon > x)$, and $\mathbb{P}(N_\epsilon > x)$ for $x$ large. As the LTs of these three random variables are known\cite{14}, one may attempt to obtain from these the corresponding tail asymptotics, cf. also\cite{11,12}. In addition, we saw that our asymptotic results and bounds not necessarily lead, for given $n, x,$ to
accurate approximations of the tail probabilities of interest, and therefore one may investigate techniques to improve on this (for values of \( n, x \) of practical interest), cf. the results in Ref.\cite{10} (section 5).

We saw that for iOU Gaussian processes, the generalized-Schilder-based large deviations rate function of a path \( f \) could be computed explicitly. One may wonder for which class within the family of Gaussian processes similar explicit expressions can be derived; one may expect that these should be such that, like is the case for iOU, the corresponding rate process is well defined, but it is not \textit{a priori} clear what additional conditions should be imposed.

Empirically, we observed that the proposed importance-sampling algorithms led to a substantial speed up: in order to obtain estimates with a predefined level of precision, the simulation time needed was reduced significantly. We expect that the proposed change-of-measures are actually asymptotically efficient. A proof of this property is beyond the scope of the present article.

A. APPENDIX

A.1. A Few Elementary Inequalities

The following, useful lemmas are straightforward to prove.

Lemma A.1. For all \( \alpha, \beta > 0 \) with \( \alpha < \beta \), and \( y > c \),

\[
-\sqrt{\alpha\beta} + \frac{y}{c} \sqrt{\alpha\beta} + \frac{\alpha}{c} \sqrt{\alpha\beta} \geq (\sqrt{\alpha} - \sqrt{\beta})^2.
\]

Lemma A.2. For all \( \alpha, \beta > 0 \) with \( \alpha < \beta \), and \( y > c \),

\[
\frac{1 + y/c}{\alpha + \beta y/c} \leq \frac{2}{\alpha + \beta}.
\]

A.1. Rate Function

We here present the proof of Lemma 4.1.1.

\[
\Gamma_i(t) = \frac{\lambda}{\mu^3} \times \begin{cases} 1 - e^{-[t]|\mu} + e^{-[(t)+s_i]|\mu} - e^{-s_i|\mu} & \text{for } t \leq 0, \\ e^{-t|\mu} + e^{-s_i|\mu} - e^{-(t-s_i)|\mu} - 1 + 2t|\mu & \text{for } t \in (0, s_i), \\ e^{-t|\mu} + e^{-s_i|\mu} - e^{-(t-s_i)|\mu} - 1 + 2s_i|\mu & \text{for } t \geq s_i. \end{cases}
\]

\[
\Gamma'_i(t) = \frac{d}{dt} \Gamma_i(t) = \frac{\lambda}{\mu^3} \times \begin{cases} -\mu e^{-[t]|\mu} + \mu e^{-(t+s_i)|\mu} & \text{for } t \leq 0, \\ -\mu e^{-t|\mu} - \mu e^{-(t-s_i)|\mu} + 2\mu & \text{for } t \in (0, s_i), \\ \mu e^{-t|\mu} - \mu e^{-(t-s_i)|\mu} & \text{for } t \geq s_i. \end{cases}
\]
\[ \Gamma_i'(t) = \frac{d^2}{dt^2} \Gamma_i(t) = \frac{\lambda^2}{\mu^3} \times \begin{cases} \mu^2 e^{-|t|} + \mu^2 e^{-(|t|+s)} & \text{for } t \leq 0, \\ \mu^2 e^{-\mu t} - \mu^2 e^{-(s-t)} & \text{for } t \in (0, s), \\ -\mu^2 e^{-\mu t} + \mu^2 e^{-(t-s)} & \text{for } t \geq s. \end{cases} \]

Integrating by parts assuming \( 0 < s_j < s_i \) yields

\[ \int_{-\infty}^{0} (\Gamma_i'(t) + \mu \Gamma_i'(t))(\Gamma_j''(t) + \mu \Gamma_j'(t)) \, dt \]
\[ = \frac{\lambda^2}{\mu^2} \int_{-\infty}^{0} \left( -2e^{-|t|\mu} + 2e^{-(|t|+s_j)\mu} \right) \left( -2e^{-|t|\mu} + 2e^{-(|t|+s_j)\mu} \right) \, dt = \frac{2\lambda^2}{\mu^3}; \]
\[ \int_{0}^{s_j} (\Gamma_i'(t) + \mu \Gamma_i'(t))(\Gamma_j''(t) + \mu \Gamma_j'(t)) \, dt \]
\[ = \frac{\lambda^2}{\mu^2} \int_{0}^{s_j} \left( -2e^{-(s_j-t)\mu} + 2 \right) \left( -2e^{-(s_j-t)\mu} + 2 \right) \, dt \]
\[ = \frac{2\lambda^2}{\mu^3} \left( 2s_j \mu - 2 - e^{(s_j-s_j)\mu} + 2e^{-s_j\mu} + 2e^{-s_j\mu} - e^{-s_j\mu} \right). \]

Observe that \( \Gamma_i''(t) + \mu \Gamma_i'(t) = 0 \) for \( t > s_j \); hence,

\[ \int_{s_j}^{s_j} (\Gamma_i'(t) + \mu \Gamma_i'(t))(\Gamma_j''(t) + \mu \Gamma_j'(t)) \, dt \]
\[ = \int_{s_j}^{\infty} (\Gamma_i'(t) + \mu \Gamma_i'(t))(\Gamma_j''(t) + \mu \Gamma_j'(t)) \, dt = 0. \]

Finally, upon combining the above, it is straightforward that

\[ \int_{-\infty}^{\infty} (\Gamma_i''(t) + \mu \Gamma_i'(t))(\Gamma_j''(t) + \mu \Gamma_j'(t)) \, dt = 2\lambda \Gamma(s, s_j). \]

\[ \square \]
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