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Developed for complex systems undergoing rare events involving many (meta)stable states, the multiple state transition path sampling aims to sample from an extended path ensemble including all possible trajectories between any pair of (meta)stable states. The key issue for an efficient sampling of the path space in this extended ensemble is sufficient switching between different types of trajectories. When some transitions are much more likely than others the collective sampling of the different path types can become difficult. Here we introduce a Wang–Landau based biasing approach to improve the sampling. We find that the biasing of the multiple state path ensemble does not influence the switching behavior, but does improve the sampling and thus the quality of the individual path ensembles. © 2010 American Institute of Physics. [doi:10.1063/1.3449144]

I. INTRODUCTION

Many physical processes in complex systems involve transitions between stable regions in phase space that occur on a time scale much longer than the molecular time scale due to the presence of large free energy barriers separating these stable regions. Examples include nucleation, protein conformational change, and chemical reactions. A sampling of such rare events employing regular all-atom molecular dynamics simulations with a time step of a few femtoseconds becomes quickly unpractical, as the system tends to spend most of the time in a stable state and only occasionally undergoes a transition to another stable state. Yet, these rare events dominate the long time behavior of the system. To address this rare event problem various computational techniques have been developed. Several approaches use biasing potentials along reaction coordinates as e.g., umbrella sampling,\textsuperscript{1} blue moon sampling,\textsuperscript{2} local elevation,\textsuperscript{3} flooding,\textsuperscript{4} hyperdynamics,\textsuperscript{5} and metadynamics.\textsuperscript{6} These methods have been quite successful but all require knowledge of a reaction coordinate along which the bias is being applied. A poor choice of such a reaction coordinate can lead to poor sampling of the transition. Transition path sampling (TPS)\textsuperscript{7} provides a possibility to explore transitions between stable states in phase space without prior knowledge of a reaction coordinate, only a clear definition of the stable state regions is required. TPS has been successfully applied to a variety of problems, examples include crystal nucleation,\textsuperscript{8} the folding of small proteins\textsuperscript{9} (an overview of applications in biological systems is given in Ref. 10), and the transformation of nanoparticles under pressure.\textsuperscript{11}

To obtain reliable results from TPS it is important that the path space is sampled sufficiently within a simulation. There are two main difficulties that can occur while sampling the path space: one is the problem of multiple reaction channels and the other one of intermediate (meta)stable states. Multiple reaction channels pose a problem since the TPS simulation can get stuck in one of the channels. The results can thus depend on the initial path and important mechanism that might even exhibit a lower barrier can be missed. A solution to this problem has been proposed by applying a replica exchange scheme to trajectories belonging to different interfaces within the transition interface sampling (TIS).\textsuperscript{12–14} Several intermediate states are problematic since in the original formulation of TPS only trajectories connecting two stable states are included in the path ensemble. Trajectories ending up in a different state are rejected and the sampling can become very inefficient or even impossible due to a very low acceptance. We have addressed this problem by developing a multiple state TPS (MSTPS) approach.\textsuperscript{15} This approach views the rare event process not as a two-state process, but as a Markovian state model (MSM) with multiple states.\textsuperscript{16–18} Transitions between each pair of states are possible, and the system is assumed to lose its memory in between jumps. The MSTPS is effectively a method to sample all transitions in such a MSM. Within the approach all trajectories connecting any of the stable states in the system are included in the path ensemble. The advantage of the multiple state path sampling is that only one simulation is needed to sample the entire path ensemble instead of one simulation for each transition between each pair of stable states. The acceptance ratio is higher and the decorrelation of subsequent pathways is faster resulting in a more efficient sampling of the path space. The higher acceptance is due to the fact that all pathways connecting any two states in the system contribute to the ensemble. The faster decorrelation results from the switching between different types of pathways. The switching between different types of pathways is essential to efficiently sample the multiple state path ensemble. If the switching goes to zero the original two-state sampling is recovered. The MSTPS should be applied to systems where the switching actually poses a problem to the
two-state sampling, i.e., systems with a low acceptance ratio due to trajectories that do not return to one of the two stable states. Examples of such processes include protein folding via intermediate states and cluster reorganization.

The trajectories in the multiple state ensemble are sampled with their correct weights, i.e., for transitions out of the same stable state the ratio of pathways is equal to the ratio of the transition probabilities. This can be a problem if the transition probabilities in the investigated system differ significantly. If, e.g., the transition probability for a $i \rightarrow j$ transition is a factor of 1000 larger than $i \rightarrow k$ then only one out of 1000 trajectories is a $i \rightarrow k$ trajectory. To address this problem and achieve an equal sampling of all types of pathways in the multiple state path ensemble we apply in this work a biasing scheme based on the Wang–Landau sampling approach.\cite{wang2001ensemble,landau1992a} We compare the efficiency of the Wang–Landau scheme with a simple biasing function and with the unbiased path sampling simulations.

The paper is organized as follows. In Sec. II a brief review of the MSTPS is given and the acceptance rule is extended to incorporate the corresponding biasing functions. In Sec. III the Wang–Landau biasing and the simple biasing scheme are applied to a model system. The efficiency is discussed with respect to the switching between different path types and the quality of the individual path ensembles. The results are summarized in Sec. IV.

II. THEORETICAL BACKGROUND

We briefly review the basic ideas of the multiple state path sampling (a detailed discussion can be found in Ref. 15) and introduce how the Wang–Landau biasing scheme and a simple biasing scheme can be applied to the sampling of the path ensemble.

A. Multiple state transition path sampling

In the MSTPS the original formulation of TPS\cite{noack2006transition} and TIS\cite{noack2008transition} is extended to include not only two distinct stable states $A$ and $B$ in the sampling but several stable states.\cite{noack2006transition} Here we focus on the multiple state version of TIS. We represent a dynamical trajectory as a discretized path $x(L) = \{x_0, x_1, \ldots, x_N\}$ with a total length $L \Delta t$, where $\Delta t$ is the time step between consecutive time slices $x = \{r^n, p^n\}$ containing all $N$ coordinates $r$ and momenta $p$ of the particles. The path ensemble consists of all dynamical trajectories connecting any two stable states in the system

$$P_{\text{MSTIS}} = \sum_{i,j} P_{ij}[x(L)].$$

(1)

where

$$P_{ij}[x(L)] = Z^{-1} \tilde{h}_{ij}[x(L)] P[x(L)]$$

(2)

is the path ensemble containing all trajectories connecting states $i$ and $j$ that cross the hypersurface (also called interface) defined by an order parameter $\lambda = \{x: \lambda(x) = \lambda_{\text{int}}\}$ with $\lambda_{\text{int}} \in \mathbb{R}$. The index $m$ refers to the “outer” interface in the MSTIS framework,\cite{noack2006transition, noack2008transition} and is from here on considered a fixed parameter for each state $i$. $P[x(L)]$ is the dynamical path probability, $Z$ is a normalization factor defined as the integral over all possible paths of all lengths, and $\tilde{h}_{ij}[x(L)]$ is a product of indicator functions

$$\tilde{h}_{ij}[x(L)] = h_i(x_0) h_j(x_L) \tilde{h}_{ij}^{(n)}[x(L)] \prod_k \tilde{h}_k[x(L)].$$

(3)

The indicator functions define the stable state regions and ensure that the path starts in a state $i$, $h_i(x_0)$, ends in a state $j$, $h_j(x_L)$, does not enter any other stable state $k$ in between $i$ and $j$, $\tilde{h}_k[x(L)]$, and crosses the hypersurface $\lambda_{\text{int}}$, $\tilde{h}_{ij}^{(n)}[x(L)]$. The Metropolis acceptance rule that ensures a proper sampling of the path ensemble in Eq. (1) with flexible path length is given by

$$P_{\text{acc}}[x^{(o)} \rightarrow x^{(n)}] = \sum_{ij} \tilde{h}_{ij}^{(n)}[x^{(n)}(L^{(n)})] \min \left[ 1, \frac{\rho(x^{(o)})}{\rho(x^{(n)})} \right],$$

(4)

where $\rho(x^{(o)})$ and $\rho(x^{(n)})$ are the steady state distributions at the shooting points of the old (o) and new (n) path, respectively. Following the ideas of TIS the rate constant for a transition from a state $i$ to a state $j$ within the path ensemble can be expressed as

$$k_{ij} = \langle \phi_{\text{int}} \rangle P_i(\lambda_{\text{int}} | \lambda_{\text{int}}),$$

(5)

where $\langle \phi_{\text{int}} \rangle$ is the flux through the interface $\lambda_{\text{int}}$. $P_i(\lambda_{\text{int}} | \lambda_{\text{int}})$ is the probability that a trajectory coming from state $i$ and crossing the corresponding interface $\lambda_{\text{int}}$ reaches state $j$ (i.e., crosses $\lambda_{\text{int}}$), before returning to $i$. The crossing probability $P_i(\lambda_{\text{int}} | \lambda_{\text{int}})$ can directly be obtained from the path ensemble in Eq. (1) and is given by the number of pathways $n_{ij}$ that start in $i$, cross $\lambda_{\text{int}}$, and end in $j$ divided by the number of all pathways starting in $i$ and crossing $\lambda_{\text{int}}$,

$$P_i(\lambda_{\text{int}} | \lambda_{\text{int}}) = \frac{\int \mathcal{D}x(L) P_{ij}[x(L)]}{\int \mathcal{D}x(L) \sum_j P_{ij}[x(L)]} \approx \frac{n_{ij}}{\sum n_{ij}}.$$  

(6)

To obtain the rate constants for all transitions between the different stable states in the system the flux through the $\lambda_{\text{int}}$ interface has to be calculated only once for each state. All crossing probabilities are calculated simultaneously within a single MSTPS/TIS simulation. Compared to the original two-state sampling only one simulation including all transitions has to be performed instead of one simulation for each transition. For trajectories originating in the same stable state $i$ the ratio of the rate constants is given by the ratio of the corresponding crossing probabilities

$$\frac{k_{ij}}{k_{ik}} = \frac{P_i(\lambda_{\text{int}} | \lambda_{\text{int}})}{P_i(\lambda_{\text{int}} | \lambda_{\text{int}})}.$$  

(7)

As can be seen from Eq. (7) an efficient sampling of the entire multiple state path ensemble will be difficult if there are large differences in the rate constants. If, e.g., the rate constant for a transition $i \rightarrow j$ is a factor of $10^4$ larger than for the $i \rightarrow k$ transition, also the corresponding crossing probabilities have this ratio. Since the trajectories are sampled with their correct weights determined by the crossing probabilities, cf. Eq. (6), only 1 out of $10^4$ is a $i \rightarrow k$ pathway. To address this problem we apply a biasing function to obtain an equal sampling of all types of pathways.
B. Wang–Landau biasing of the MS-TPE

The Wang–Landau sampling scheme is a Monte Carlo (MC) algorithm that estimates the density of states \( g(E) \) accurately via a random walk that produces a flat histogram in energy space. The random walk is performed with a probability proportional to the reciprocal of the density of states \( 1/g(E) \). Since the density of states is unknown at the beginning it is set initially to 1 for all energies. During the sampling the acceptance of a new energy level is given by

\[
P_{\text{acc}}[E^{(o)} \to E^{(a)}] = \min \left[ 1, \frac{g(E^{(a)})}{g(E^{(o)})} \right].
\]

Each time an energy level is visited the corresponding density of states is updated by multiplication with a modification factor \( f > 1.0 \) and a histogram \( H(E) \) is recorded. The sampling is continued until the histogram is flat, usually until for all \( E \) the histogram \( H(E) \) is \( x \% \) of the average histogram \( \langle H(E) \rangle \), where \( x \) depends on the size and complexity of the system and the desired accuracy. For a flat histogram the density of states is retained and the sampling is continued.

The type of a pathway is defined by the sampling according to the Wang–Landau scheme with an accuracy \( \log(f) \). In a next step, the modification factor is reduced, e.g., \( f_{\text{final}} = \exp(10^{-8}) \).

The basic idea of the Wang–Landau algorithm can also be applied to the sampling of different types of pathways in the multiple state path ensemble. The type of a pathway determines which two states are connected, i.e., \( i \to j \), \( i \to k \) trajectories, etc. The fraction of different pathways then corresponds to the density of states, i.e., a density of path types. As shown in Eq. (7) the path fraction is related to the crossing probability which is needed to calculate the rate constants. The Wang–Landau acceptance criterion is included by extending the acceptance rule, Eq. (4), with respect to the path-type density \( g \).

\[
P_{\text{acc}}[x^{(o)} \to x^{(a)}] = \min \left[ 1, \frac{g(x^{(a)})}{g(x^{(o)})} \right] \times \sum_{ijkl} \bar{h}_{ijkl}[x^{(a)}(L^{(a)})]h_{ijkl}[x^{(o)}(L^{(o)})] \min \left[ 1, \frac{g_{ij}}{g_{kl}} \right],
\]

where \( g_{ij} \) is the density of trajectories connecting state \( i \to j \). The path-type density \( g_{ij} \) and the corresponding histogram \( H_{ij} \) are updated according to the Wang–Landau scheme. Note that the fourfold sum over states picks out the corresponding path-type densities for the old and new paths. There is always one combination of \( k \) and \( l \) for which \( \bar{h}_{ijkl} = 1 \) since we assume that the old path connects a pair of stable states. If the sampling is converged the relative path-type densities are equal to the relative number of paths \( n \),

\[
\frac{n_{ij}}{n_{kl}} = \frac{g_{ij}}{g_{kl}}.
\]

Due to numerical reasons usually the logarithm of the density of path type is recorded. The crossing probability is given by

\[
P_{i}(\lambda_{ij}|\lambda_{kl}) = \frac{1}{\sum_{ij} n_{ij}} = \frac{1}{\sum_{ijkl} \exp[\ln(g_{ijkl}) - \ln(g_{ijkl})]}.
\]

The fraction of each path type with respect to all sampled pathways is correspondingly

\[
\frac{n_{ij}}{n_{tot}} = \frac{1}{\sum_{ijkl} \exp[\ln(g_{ijkl}) - \ln(g_{ijkl})]}.
\]

Using the Wang–Landau scheme to sample the multiple state path ensemble we can directly obtain the crossing probabilities from the path-type density and achieve an equal sampling of all path types due to the requirement of a flat histogram \( H_{ij} \).

C. Simple bias

As an alternative we can also bias the MSTPS by assigning a fixed weight \( w_{ij} \) to each path type. These weights are likewise included in the acceptance criterion

\[
P_{\text{acc}}[x^{(o)} \to x^{(a)}] = \min \left[ 1, \frac{L^{(a)}(x^{(a)})}{L^{(o)}(x^{(o)})} \right] \times \sum_{ijkl} \bar{h}_{ijkl}[x^{(a)}(L^{(a)})]h_{ijkl}[x^{(o)}(L^{(o)})] \min \left[ 1, \frac{w_{ij}}{w_{kl}} \right].
\]

The unbiased number of trajectories for a certain path type is given by

\[
n_{ij} = n_{ij}^{\text{bias}} w_{ij},
\]

where \( n_{ij}^{\text{bias}} \) is the number of trajectories in the biased sampling. Using fixed biasing weights it is not essential to use the logarithm of the weights but in most cases it is numerically more stable. The ratio of two path types is expressed as

\[
\frac{n_{ij}}{n_{kl}} = \frac{n_{ij}^{\text{bias}}}{n_{kl}^{\text{bias}}} \exp[\ln(w_{ij}) - \ln(w_{kl})].
\]

The corresponding crossing probabilities and path-type fraction are calculated using Eqs. (11) and (12). If the biasing weights are set to the converged path-type densities from the Wang–Landau sampling then all types of trajectories are sampled equally, i.e., \( n_{ij}^{\text{bias}} / n_{kl}^{\text{bias}} = 1 \), due to the flat histogram criterion in the Wang–Landau scheme and Eq. (15) is equal to Eq. (10).

D. Correlation function

An important aspect in evaluating the quality of a simulation is the correlation within the path ensemble. Within the Metropolis scheme for sampling the trajectory space a new
trial pathway is created on the basis of an old one and therefore subsequent pathways are correlated up to a certain degree. The strength of the correlation depends on the perturbation made at the shooting point and the dynamics of the system. The larger the changes at the shooting point the more the subsequent pathway differs from the old one. But this also influences the acceptance. The larger the perturbation at the shooting point the less likely the new trajectory is a valid pathway and the old trajectory is counted again in the ensemble. If the dynamics are deterministic the displacement at the shooting point can be tuned to obtain the fastest decorrelation. It was shown in Ref. 7 that the decorrelation is fastest if the overall acceptance is around 0.4.

In the multiple state path sampling the decorrelation is enhanced due to the switching between different path types. A $i \to j$ pathway that has been created by a shooting move from a $k \to i$ trajectory is already quite different. To quantify this behavior a correlation function is defined,

$$ c(n) = \frac{1}{N-n} \sum_{i=1}^{N-n} (G_i - \langle G \rangle)(G_{i+n} - \langle G \rangle), $$

where $N$ is the total number of sampling steps, $G$ is the quantity of interest, e.g., path type or path length, and $\langle G \rangle$ is the average value of $G$, i.e., $\langle G \rangle = \frac{1}{N} \sum_i G_i$. A fast decay of the correlation function indicates a good sampling of the trajectory space.

**III. RESULTS**

We have implemented the biasing of the multiple state path ensemble using both the Wang–Landau sampling scheme and a simple bias. We apply the biased sampling to a model system using deterministic dynamics.

**A. Model system**

The model consists of a two-dimensional (2D) triatomic molecule embedded in a Weeks–Chandler–Andersen (WCA) fluid as described in Ref. 15. The interactions of the $N$ particles in the system are determined by the WCA-potential

$$ V_{WCA}(r) = \begin{cases} 4 \epsilon \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} & \text{if } r \leq r_{WCA} = 2^{1/6} \sigma \\ 0 & \text{if } r > r_{WCA}, \end{cases} $$

where $r$ is the distance between two particles, $\epsilon$ is the interaction strength, and $\sigma$ is the interaction radius. In addition the particles in the trimer interact via a double well potential

$$ V_{dw}(r) = \hbar \left[ 1 - \left( \frac{r - r_{WCA} - w}{2w} \right)^2 \right]^2, $$

where $\hbar$ is the barrier height and $w$ is the barrier width. Only particles 1–2 and 2–3 are coupled via the double well potential, i.e., there are four minima in the free energy surface as a function of the interparticle distances $r_{12}$ and $r_{23}$. Within the minima the interparticle distance can be either in a short (sh) or extended (ex) conformation resulting in four stable states.

$\rightarrow$ shsh exsh shex exex

<table>
<thead>
<tr>
<th></th>
<th>shsh</th>
<th>exsh</th>
<th>shex</th>
<th>exex</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{12}$</td>
<td>0.2677</td>
<td>0.0532</td>
<td>0.0522</td>
<td>0.000102</td>
</tr>
<tr>
<td>$r_{23}$</td>
<td>0.0532</td>
<td>0.1686</td>
<td>0.000244</td>
<td>0.0252</td>
</tr>
</tbody>
</table>

If the sampling is sufficient the number of $i \to j$ pathways has to be the same as $j \to i$ pathways due to the detailed balance.

**B. Wang–Landau sampling of the multiple state transition path ensemble**

Within the multiple state path sampling trajectories of different path types are sampled according to their probability distribution. For the above described model system the path fractions [cf. Eq. (12)] as obtained from an unbiased simulation are (errors in the last digit are indicated by the subscript)

$\rightarrow$ shsh exsh shex exex

If the sampling is sufficient the number of $i \to j$ pathways has to be the same as $j \to i$ pathways due to the detailed balance.
criterion and the resulting matrix containing the path fractions is symmetric. The values on the diagonal denote pathways that return to their initial state and depend on the position of the \( \lambda_{ni} \) interfaces. The ratio of the remaining path fractions within one column, respectively row, depends on the actual transition probabilities [cf. Eq. (7)] and is thus inherent to the system, i.e., a shsh \( \rightarrow \) exsh trajectory will be sampled more often than a shsh \( \rightarrow \) exex trajectory by a factor of 0.053/0.0001 \( \approx 530 \). Applying the Wang–Landau scheme all pathways will be sampled equally and the corresponding path fraction can be extracted from the path-type density in Eq. (12). In Fig. 2 the results are shown for the four different path types initiating in the shsh state. The path fraction is plotted versus the number of Verlet integration steps. The top graph shows all four path types, the middle and bottom graphs zoom in on the y-axis. The converged results from the unbiased multiple state path sampling are marked by dashed lines. The path fraction obtained within the Wang–Landau scheme converges to the value of the unbiased simulation.

A maximum deviation of 20\% from the average histogram \( H(x) \) (flat histogram) was allowed before reducing the modification factor. The results for the path fraction of the converged unbiased sampling are indicated by the dashed lines. Comparing the results from the Wang–Landau sampling and the unbiased simulations we find a very good agreement. With decreasing modification factor \( f \) the Wang–Landau path-type densities converge nicely toward the reference values of the path fraction. The same behavior is also found for the 12 remaining types of pathways in the system. The total number of integration steps is quite large, though, \( \sim 9.3 \times 10^8 \), sampling a total number of \( \sim 2.7 \times 10^6 \) pathways until the Wang–Landau sampling is converged. For \( \delta p_{\text{max}} = 5.0(\text{em})^{1/2} \) the overall acceptance ratio is \( \sim 0.3 \), which is somewhat lower than in the unbiased simulation due to the additional condition in the acceptance rule, Eq. (9). 35\% of the rejections are due to the Wang–Landau density criterion.

To assess the efficiency of the Wang–Landau biasing of the multiple state path sampling we compare the average value of the path fraction and the corresponding error to the results of the unbiased simulation. This comparison is not entirely straightforward since in the unbiased simulation the error can be calculated as the standard deviation over block averages of a certain block length. In the Wang–Landau sampling we obtain an estimate of the error by performing ten independent calculations. The average of the path fraction is taken over these ten simulations for each value of the modification factor \( f \), i.e., a new block is defined for each value of \( f \). Since the number of pathways that are necessary to obtain a flat histogram varies for a certain \( f \) also an average number of integration steps is calculated for each block. In Fig. 3 the results are shown for three transitions out of the shsh state. The graphs on the left side, (a-I)–(c-I), show the average path fraction as a function of the total number of integration steps obtained using the Wang–Landau biasing of the multiple state path sampling and the unbiased sampling, respectively. The graphs on the right side, (a-II)–(c-II), show the corresponding relative errors given by the standard deviation over block averages. Again, both simulations converge to the same value of the path fraction, i.e., the Wang–Landau biasing does converge to the correct results. Regarding the relative error, however, the Wang–Landau biasing appears to be less efficient than the unbiased simulation. Similar results are found for all 16 types of pathways in the model system. One problem in the Wang–Landau biasing is the convergence with respect to the modification factor \( f \). If the modification factor is reduced the computational cost to achieve a flat histogram should in general increase, which is not always the case in our simulations. Also, the number of sampled pathways for a certain value of \( f \) differs quite a bit for the ten different runs. This is due to a rather slow decorrelation between subsequent pathways leading to a different convergence behavior of the histogram in the various runs and for various modification factors \( f \). To obtain more accurate results the tolerance of the flat histogram would have to be decreased but this would, in turn, make the simulations even more costly, although it might also significantly reduce the relative errors. Another reason why this particular Wang–Landau scheme is not efficient might be that the path-type
can be seen that the trajectories in our model system can be
individual path ensembles.
investigate the influence of the biasing function on the switch-
multiple state path sampling leads to correct results but does
fluences the multiple state path sampling we perform simu-
responding to the 16 different pathways.

FIG. 3. Path fraction calculated from the path-type density in the Wang–
Landau scheme (black, solid line with crosses) compared to the results from
an unbiased simulation (red, dashed line with circles). Graphs (a-I)–(c-I)
show the path fraction and (a-II)–(c-II) show the relative error as a function
of the number of integration steps. Results are presented for three different
path types: (a) shsh→shsh (likely), (b) shsh→exsh (medium likely), and (c)
shsh→exex (unlikely). The unbiased simulation is more efficient in deter-
mining the path fraction than the Wang–Landau biasing scheme for all three
cases.
density is discrete. Usually, the energy density sampled using
Wang–Landau MC is a continuous function, whereas in our
model system the path-type density only has 16 entries, corre-
taining to the 16 different pathways.
To obtain a better understanding on how the biasing in-
fuences the multiple state path sampling we perform simu-
lations applying a simple biasing function.

C. Simple bias

Applying the Wang–Landau sampling scheme to the
multiple state path sampling leads to correct results but does
not appear to be efficient. In a next step we apply a simple
biasing function to the acceptance rule, cf. Eq. (13), to in-
vestigate the influence of the biasing function on the switch-
bigging between different path types and the quality of the indi-
idual path ensembles.
Looking at the path fraction matrix and, e.g., Fig. 2, it
can be seen that the trajectories in our model system can be
dived into three groups:
• very unlikely (shsh→exex, exsh→shex, shex→exsh,
exex→shsh),
• medium likely (shsh→exsh, shsh→shex, exsh→exex,
exsh→shsh, shex→exex, exex→exsh, exex→shex), and
• very likely (shsh→shsh, exsh→exsh, shex→shex,
exex→exex).

In an unbiased simulation likely trajectories will be
sampled more often than unlikely ones. The biasing of the
ensemble was done with two different sets of weights. One
set has approximate weights of 1 (unlikely), 10 (medium
likely), and 100 (likely) for the different types of pathways.
In the second set the weights are set to the path-type densi-
ties obtained in the Wang–Landau simulation. Results for
three transitions originating in the shsh state are shown in
Fig. 4 and are representative for all other path types. The
graphs on the left side, (a-I)–(c-I), show the path fraction as
a function of the number of simulation cycles per block, i.e.,
number of MC moves/block, averaged over 20 blocks. The
graphs on the right side, (a-II)–(c-II), show the correspond-
ing relative errors. The simulations applying a biased sam-
pling converge to the same value as the unbiased simulation
with increasing block size. Also the relative errors behave
the same with increasing block size and are of similar mag-
nitude for the three different simulations. Again it appears
that biasing the multiple state path ensemble with either ap-
proximate weights or Wang–Landau weights gives the cor-
rect path fractions, but does not improve the convergence.
We can investigate the effect of the biasing function for
the different types of pathways by looking at the correla-
tion function, cf. Eq. (16). The correlation function is evalu-
ated with respect to the different path types, i.e., $G_i = h_i^P[x_i]$, 
where $h_i^P[x_i]$ is an indicator function that is equal to 1 if a
nuat is of the desired type and 0 otherwise. The correla-
tion function for the path type exex→shsh (unlikely transi-
tion) is shown in Fig. 5(a). In the unbiased simulation
The decorrelation within the path ensemble. As shown in Fig. 5(e) 98% of the accepted pathways of this type have been created from a different type of pathway, i.e., there was a switching between different types of pathways, leading to the extremely fast decorrelation. In the biased simulation using the Wang–Landau weights the total number of trajectories is much larger, 235 434, but the overall acceptance has decreased to ~0.04 and only 52% of the accepted pathways switched from a different path type.

The results are comparable for all unlikely transitions. For medium likely transitions the effect of the biasing on the decorrelation and ensemble size is less pronounced and for likely transitions the trend is even slightly reversed. Here, there are less trajectories in the path ensemble of the biased simulation, but the decorrelation is somewhat faster. Again the relative errors are comparable.

1. Switching in the biased path ensemble

As discussed above, to obtain a good sampling of the entire multiple state ensemble the switching between different types of trajectories is essential. The MSTPS scheme will only be efficient if different types of trajectories are created by the shooting moves. If the transition probability for two transitions \( i \rightarrow j \) and \( i \rightarrow k \) differs significantly, e.g., \( k_{ij}/k_{ik} = 1000 \), the trajectories will be sampled accordingly and the switching will be low. Again, for \( k_{ij}/k_{ik} = 1000 \) only 1 out of 1000 trajectories will be a \( i \rightarrow k \) pathway and therefore there can only be one switching event every 1000 pathways, which is schematically shown in the top left graph (a.1) in Fig. 6. Applying a biasing function the number of sampled trajectories will be equal for both transitions, i.e., \( n_{ij} = n_{ik} = 500 \), and several switches between the two types of trajectories would in principle be possible, as depicted in the middle left graph (a.2) of Fig. 6. The increased switching would then also enhance the sampling of the path ensemble. From the discussion above, though, and especially from analyzing the correlation function plotted in Fig. 5(a), it becomes clear that the biasing function changes the switching behavior to the situation depicted in the bottom left graph (a.3) of Fig. 6. The number of rare and frequent trajectories in the ensembles is now equal but the switching is still low. This is due to the fact that in the applied biasing scheme the number of unlikely trajectories is increased by a rejection of switching events from an unlikely to a likely pathway, i.e., by modifying the acceptance rule. This is also shown in the two right graphs, (b.1) and (b.2), in Fig. 6 for the trimer system. The switching between the likely and medium likely path types is good for both the biased and unbiased simulations whereas switching to the unlikely path type is poor. The bias does not increase the switching between likely/medium and unlikely trajectories but increases the sampling of unlikely pathways. To effectively increase the switching between different path types it would be necessary to change the generation probability of a certain path type. This would involve a modification of the shooting move. Changing the generation probability of a certain path type is not straightforward. It requires prior knowledge about the system and will greatly depend on the investigated problem. In this case a successive two-state path sampling might be more appropriate.

![Figure 5](image-url)
likely pathways but increases the trajectories resulting in the behavior depicted in the bottom graph. This is the behavior we intended to induce by applying a biasing function. Once the simulation switches from a frequent to a rare trajectory the biasing function in the acceptance rule keeps the sampling on the unlikely pathway. (b) Graphs (b.1) and (b.2) show the switching between likely, medium, and unlikely trajectories for 1000 pathways of the trimer system, graph (b.2) reflects the behavior schematically shown in figure (a.3).

The here applied biasing scheme does not increase the switching between different path types and does therefore not improve the convergence with respect to the path fraction which is needed for the calculation of the crossing probabilities. Concerning the path fraction the unbiased multiple state path sampling is as efficient as the biased sampling. This is different from a biased sampling in conformational space where the sampling of high energy configuration is low due to a rejection of these configurations in the Metropolis scheme, whereas they are still generated with a similar probability as the low energy configurations. Applying the shooting moves in the biased MSTPS, on the other hand, already generates the different types of pathways with a different probability. This is due to the fact that the generation probability depends not only on the displacement at the shooting point, \( \delta p_{\text{max}} \), but also on the underlying dynamics. The biasing does therefore not increase the acceptance of new, unlikely pathways but increases the rejection of new likely trajectories resulting in the behavior depicted in the bottom graphs in Fig. 6. Nevertheless the sampling of unlikely trajectories does increase and the individual path ensembles of the corresponding path types contain much more trajectories in the biased simulations. Quantities derived from these ensembles for each path type therefore have a higher accuracy, as discussed in Sec. III C 2.

2. Quality of individual path ensembles

The quality of the individual path ensembles was investigated by evaluating the average path length, the average potential and kinetic energy of the entire system and of the trimer only, as well as the maximum potential and kinetic energy along the trajectories of the entire system and the trimer. All quantities are recorded for each path type separately and block averages and errors are calculated over 20 blocks of various block lengths. Simulations are performed applying no bias, the approximate weights, and the Wang–Landau weights to the multiple state path sampling. In addition two-state TPS simulations are performed for each path type which would effectively correspond to a weight of 1 for the sampled path type and an infinite weight for all other path types.

The relative error of the average path lengths for different individual ensembles is shown in Fig. 7. Figure 7(a) shows the results for the ensemble of shsh → shsh (likely) trajectories, Fig. 7(b) of shsh → shex (medium likely), and Fig. 7(c) of shsh → exex (unlikely) trajectories. The relative error is smaller for the likely and medium likely pathways indicating that the sampling of unlikely trajectories is more difficult in general. For the likely and medium likely pathways [Figs. 7(a) and 7(b)] the multiple state path sampling is much more efficient than the two-state sampling, which is due to the faster decorrelation induced by the switching between different types of pathways. The difference between the unbiased and biased multiple state path sampling is small. In the unbiased simulation the path ensemble for the likely transitions is large and decorrelation is good. The biasing function in the acceptance rule reduces the number of likely transitions but does not have a significant influence on the correlation, i.e., the biasing shifts the number of sampled trajectories from the likely to the unlikely transitions, effectively avoiding an oversampling of likely trajectories.

For the unlikely transition, Fig. 7(c), the situation is slightly different. The most efficient sampling is achieved in the multiple state path sampling applying Wang–Landau weights in the biasing function. The two-state sampling of unlikely trajectories appears to be more efficient than applying no bias or approximate weights to the multiple state path sampling. Again this can be understood by analyzing the correlation function and number of pathways in the ensemble, as shown in Fig. 8. The correlation function is evaluated with respect to the path length, i.e., \( G_i = L(x^i) \), where \( L(x^i) \) is the length of path \( x_i \) of type pt. In Fig. 8 results are shown for the shsh → exex transition. Similar to the path fraction the decorrelation with respect to the average path length in the ensemble of an unlikely transition is fastest in the unbiased multiple state path sampling [Fig. 8(a)]. The correlation within the ensemble increases with increasing bias (approximate weights, Wang–Landau weights and two-state sampling), which is due to less switching, respectively for the two-state sampling no switching, between different types of trajectories. The relative error, Fig. 8(b), calculated

---

**FIG. 6.** (a) Schematic figure of the switching behavior between different types of pathways for a system where the ratio of the transition probabilities of two transitions is 1:1000. Graph (a.1) exemplifies the unbiased simulation, only 1 out of 1000 trajectories is a rare trajectory. In the middle graph (a.2) both types of pathways are sampled equally and a frequent switching occurs. This is the behavior we intended to induce by applying a biasing function. The bottom graph (a.3) displays the switching behavior as obtained by applying the biasing function. Once the simulation switches from a frequent to a rare trajectory the biasing function in the acceptance rule keeps the sampling on the unlikely pathway. (b) Graphs (b.1) and (b.2) show the switching between likely, medium, and unlikely trajectories for 1000 pathways of the trimer system, graph (b.2) reflects the behavior schematically shown in figure (a.3).
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the unbiased multiple state path sampling is most efficient. For the rare transitions applying a bias is most efficient if the weights correspond to the true weights. For the quality of the individual ensembles biasing the MSTPS is advantageous for the unlikely transitions since an oversampling of the likely transitions is avoided.

IV. CONCLUSIONS

Within the MSTPS scheme transitions between several stable states within a system can be sampled simultaneously. To obtain an efficient sampling of all transitions a switching between different types of pathways is essential. A problem occurs if the transition probabilities between different states differ significantly. Since the trajectories are sampled with the corresponding probability distribution unlikely transitions will be sampled less than likely transitions. To address this problem we have applied a biasing function to the acceptance rule in the multiple state path sampling in a Wang–Landau and simple biasing scheme. We find that the biasing function does improve the overall quality of the path ensembles for the different path types. However, the convergence with respect to the path fraction, which is needed to determine the crossing probabilities, is not enhanced. This is due to the fact that the biasing function adjusts the number of trajectories of each path type but does not increase the switching between different path types. Unlike configurations in a regular MC sampling different path types are generated with different probabilities and the biasing leads to an increase in the rejection of likely trajectories instead of an increase in the acceptance of unlikely ones. To change the switching behavior the generation probability of new trajectories would have to be changed. This is, however, not trivial since the generation probability of a certain path type depends not only on the displacement at the shooting point \( \delta P_{\text{max}} \), but also on the underlying dynamics. Nevertheless, the biasing of the MSTPS does improve the quality of the individual ensembles since an oversampling of likely trajectories is avoided and the ensemble of unlikely trajectories is increased. The MSTPS is not applicable if there is no switching between different path types. In such a case a successive two-state TPS is preferred. The employed sampling algorithm does therefore depend on the investigated problem. In applications to a realistic system, such as a solvated protein conformational change, one cannot expect to obtain the number of pathways that we sample in this work. Nevertheless, on the order of \( 10^4 \) pathways are feasible, resulting in a reasonable sampling of path space. We emphasize that the multiple state transition path ensemble does in general provide an equally good sampling and furthermore improves the quality of the individual path ensembles of unlikely transitions.